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SUMMARY

The Second Report
 on the Adequacy of the Global Observing Systems for Climate was prepared in response to UNFCCC decision 5/CP.5 and endorsed by the Subsidiary Body on Scientific and Technological Advice (SBSTA) at it 15th session.  The goals of the Report were to:

· Determine what progress has been made in implementing climate observing networks and systems since the First Adequacy Report in 1998;

· Determine the degree to which these systems meet with scientific requirements and conform with associated observing principles; and 

· Assess how well these current systems, together with new and emerging methods of observation, will meet the needs of the Convention.

The Report concludes that there have been improvements in implementing global observing systems for climate, especially in the use of satellite information and provision of some ocean observations.  However, serious deficiencies remain in the ability of global observing systems for climate to meet the identified needs of the UNFCCC in that:

· Atmospheric networks are not operating with the required global coverage and quality;

· Ocean networks lack coverage and commitment to sustained operation; and

· Global terrestrial networks remain to be fully implemented. 

The key atmospheric variables required are surface air temperature (daily maximum and minimum), precipitation (type, frequency, intensity, amount), pressure, wind, humidity and surface radiation.  The surface observing networks of the World Weather Watch (WWW) Global Observing System (GOS) provide the basis for a comprehensive network for all of these variables except surface radiation.  While observations of surface climate are essential, detailed information on the three-dimensional state of the atmosphere is necessary to ensure that we can understand and predict climate on all scales.  The specific variables of interest are upper-air temperature, wind, humidity, clouds and the earth radiation budget.  The radiosonde network of the WWW/GOS provides the basis of a comprehensive network for these variables.

The monitoring of the forcing of climate involves variables from natural sources including solar irradiance and volcanic aerosols.  It also includes those anthropogenically-influenced atmospheric components of aerosols and the greenhouse gases including carbon dioxide, methane, ozone and other long-lived greenhouse gases.  The Global Atmosphere watch (GAW) currently has a network for determining the long-term trends in the meridional distribution of non-reactive greenhouse gases, currently the network is being enhanced to determine the global distribution of these non-reactive greenhouse gases and to include the monitoring of certain short-lived greenhouse gases and aerosols.

The key variables required to characterize the state of the climate and its variability at the ocean-surface are sea-surface temperature (SST), salinity, atmospheric pressure, winds, sea level, sea state, sea ice, ocean currents, and ocean colour (for biological productivity), as well as the air/sea exchange of water (precipitation, evaporation), momentum (wind stress), heat and gases (especially CO2).  The surface ocean networks for these variables consist of satellites and in situ observational components.

The key variables required to characterize the three-dimensional state of the oceans and their variability are temperature, salinity, ocean circulation, ocean tracers, carbon, nutrients, and key ecosystem variables such as phytoplankton.  Ocean dynamic height, which is a derived quantity, and sea level anomaly, which can be observed directly, are also important measures of the state of the sub-surface ocean circulation.

Over 80 terrestrial variables have been identified as needing to be observed to fully characterize the climate system.  At present, technical, economic and logistical constraints make measurements of all these variables in baseline or comprehensive global networks impossible.  Though the terrestrial networks are the least integrated component of the global climate observing system, progress is being made.  Of the 80+ variables required, river discharge, water use, ground water, lake levels, snow-cover, glaciers and ice caps, permafrost and seasonally frozen ground, albedo, land cover, Fraction of Absorbed Photosynthetically Active Radiation (FAPAR), Leaf Area Index (LAI), biomass and fire disturbance have been highlighted for early implementation because they are important for climate, the technology to make adequate measurements is by-and-large proven, and an infrastructure exists that could provide the measurements operationally.

Satellites now provide the single most important means of obtaining observations of the climate system from a near-global perspective and comparing the behaviour of different parts of the globe.  A global climate record for the future critically depends upon a major satellite component, but for satellite data to contribute fully and effectively to the determination of long-term records the system must be implemented and operated in an appropriate manner to ensure that these data are accurate and homogenous.

This Technical Supplement provides additional material on the current status of systematic observation for the Essential Climate Variables, as defined in the Second Adequacy Report and listed below, as well as some additional key variables.  The report outlines the current state of observation for each variable, data management issues and analysis products, and identifies specific issues and priorities for action.

	Domain
	Essential Climate Variables

	Atmospheric

(over land, sea and ice)
	Surface

Upper-air

Composition
	Air temperature, precipitation, air pressure, surface radiation budget, wind speed and direction, water vapour.

Earth radiation budget (including solar irradiance), upper air temperature (including MSU radiances), wind speed and direction, water vapour, cloud properties.

Carbon dioxide, methane, ozone, other long-lived greenhouse gases, aerosol properties. 

	Oceanic
	Surface

Sub-surface
	Sea-surface temperature, sea surface salinity, sea level, sea state, sea ice, current, ocean colour (for biological activity), carbon dioxide partial pressure.

Temperature, salinity, current, nutrients, carbon, ocean tracers, phytoplankton.

	Terrestrial
	River discharge, water use, ground water, lake levels, snow cover, glaciers and ice caps, permafrost and seasonally-frozen ground, albedo, land cover (including vegetation type), fraction of absorbed photo-synthetically active radiation (FAPAR), leaf area index (LAI), biomass, fire disturbance.


ESSENTIAL CLIMATE VARIABLES for GCOS:

Click on the hyperlinks to go to the analysis.

Atmosphere (M. Manton)
Surface variables

· Air temperature (P. D. Jones, T. Peterson)
· Humidity (P. D. Jones) 

· Air pressure (R. Allan)
· Wind speed and direction (P. Groisman, E. Harrison)
· Precipitation (P. Arkin, B. Rudolf)
· Radiation budget (E. Dutton with B. Forgan)
Upper atmosphere variables

· Temperature (including MSU radiances) (D. Parker)
· Humidity (S. Schroeder with D. Siedel and B. Eskridge)
· Wind speed and direction (K. Trenberth)
· Clouds (K. Trenberth) 

· Earth radiation budget (including solar irradiance) (J. Schmetz)
Atmospheric composition

· Carbon dioxide (P. Tans)
· Methane and other long-lived GHGs and halocarbons (CH4, N2O, CFCs, etc.) (J. Elkins)
· Ozone (H. Claude)
· Aerosols (tropospheric and stratospheric) (U. Baltensperger with F. McGovern, T. Nagajima, J. Ogren, V. Ramaswamy and M Verstraete and P. McCormick)
Ocean (E. Harrison)  

Surface variables

· Sea-surface temperature (E. Harrison)
· Sea-surface salinity (A. Clarke et al)
· Sea level (and sea level extremes) (J. Church with L. Fu and P. Woodworth)
· Sea state (M. Holt)
· Sea ice  (area, volume) (A. Clarke, R. Barry)
· Currents (surface and subsurface) (J. Gould, A. Clarke et al)
· Biological activity (including ocean colour) (T. Dickey, M. Hood) 

· CO2 partial pressure (for air-sea flux) (C. Sabine)
Sub-surface variables

· Upper ocean temperature (E. Harrison, J. Gould)
· Upper ocean salinity (A. Clark et al, J. Gould)
· Deep ocean temperature and salinity (A. Clarke et al)
· Interior ocean carbon (C. Sabine, M. Hood)
· Biogeochemical variables (i.e. oxygen, nutrients) (T. Dickey, M. Hood)
Terrestrial (A. Belward) 

· Snow cover (including snow water equivalent) (R. Barry)
· Glaciers and ice caps (W. Haeberli, R. Barry )
· Permafrost (W. Haeberli)
· River discharge/streamflow (T. Maurer)
· Water use

· Ground water (T. Maurer)
· Lake levels and area (T. Maurer)
· Land surface albedo (M. Verstraete)
· FAPAR (M. Verstraete)
· Leaf Area Index (LAI)

· Fire disturbance (A. Belward)
· Land cover (including vegetation type) (R. Leemans)
· Biomass/NPP (S. Running)
Other key variables: 

Ocean

· Air-sea fluxes (I. Wainer)
· Ocean boundary currents and overflows (J. Church and J. Gould with D. Roemmich, S. Rintoul and G. Meyers.)
Terrestrial

· Lake and river freeze-up/break-up dates (R. Barry)
· Evaporative fraction (S. Running)
· Other (non-fire) disturbance (A. Solomon)
· Soil respiration (A. Heinemeyer and P. Ineson)
· Soil organic matter (A. Heinemeyer and P. Ineson)
· Methane emissions (D. Norse)
· Non carbon GHG emissions (D. Norse)
General References



Acronyms and Abbreviations
Variable: Surface air temperature

Main climate application

Surface air temperature is the most important variable for determining the state of the climate system.  It is a key variable for detection of climate change and assessing the relative importance of anthropogenic and natural influences.  It is a prime driver of many impacts on natural and human created systems.

Contributing baseline GCOS observations

The GCOS Surface Network (GSN), is a subset of approximately 1,000 stations that support the global network of meteorological or climatic surface stations that provide local and regional-scale observations. The GSN was chosen to provide the best available combination of continuity, reliability and length of record. The GSN promotes best practice and is a baseline against which to assess long-term homogeneity of the rest of the surface network.  On its own, the GSN is capable of determining change in the global surface temperature average, but must be augmented to provide detailed patterns of spatial change.
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Other contributing observations

WWW SYNOP network of 7,000 surface recording stations.  Additional national and research observing networks.  Voluntary Observing Ships (VOS), fixed platforms, moored and drifting buoys report air temperature over the ocean.  The VOSClim project aims to provide a high quality reference set of VOS data. Surface air temperatures can also be derived from satellite (primarily IR but also some microwave) observations of ground temperature or SST. 

Significant data management issues

GSN data management is achieved by a combination of national data management organizations, GCOS GSN monitoring (DWD, JMA) and analysis (Met Office-Hadley Centre, WDC-NCDC) centres, and CBS GCOS lead centres (DWD, JMA, NCDC).

Analysis products

Time series for individual stations, regional averages, hemispheric averages, global averages.

Gridded fields via objective analysis and data synthesis.

Indices of trends, means, seasonal cycles, extreme events derived from daily maximum and minimum temperature observations.

Current capability

Global annual surface air temperatures over land can be assessed with an accuracy of ( 0.1 °C, which is adequate to detect global climate change especially since reliable monthly temperature data stretch back well over 100 years.  Analysis of indices of extremes derived from daily land-based data is generally temporally limited to the last half-century or less and spatially limited to roughly 50% of the planetary land surface due to limited data digitization and exchange. Oceanic air temperature data are sparse in high southern latitudes, parts of the tropics and in many areas in the 19th and early 20th century: see also sea surface temperature.

Issues and priorities

· The overall usefulness of information from the GSN is reduced because there are major regions of the globe for which few observations are available (either in the GSN or the full WWW network), these deficiencies are greatest in Africa and Latin America (as shown in the figure above) and require urgent attention.
· Data archaeology, digitization of longest available data records.

· Access to daily data.

· Homogenization of daily data as much as possible.

· Integration of satellite and in situ data.

· Testing climate model data sets against observational data products.

· Support for the implementation of the VOSClim project.

· Quality of daytime air temperature data over the ocean is poor but night-time air temperature, after adjustment for changing decks' heights and observing procedures, is a valuable crosscheck for sea surface temperature.  

Variable: Surface humidity
Main climate application

Measures of surface humidity are important as it is a key component of calculations of Potential Evapotranspiration (PET) using various formulae (e.g. Penman, Thornthwaite).  Over the ocean it determines the latent heat flux, a major term in the energy exchange between the atmosphere and ocean.  It is also an important measure (with temperature) of human comfort, for which many different national indices exist.  There are various ways of expressing the humidity, depending on the particular use: e.g. dew point temperature (Td) and relative humidity (RH) are often used in forecasting, while vapour pressure is preferred for climate use.

Contributing baseline GCOS observations

Few direct measurements are made, but all stations in the GSN (see map for surface temperature) estimate vapour pressure, generally from measurements of dry and wet bulb temperatures and using a formula (often in the form of a look-up table or in automated software).  The GSN is supplemented by some additional 2,500 CLIMAT stations and data for roughly 1,250 stations have been routinely exchanged since 1961, although much of the data in Monthly Climatic Data for the World (MCDW) publications before the late 1960s are for estimates of the RH.

Other contributing observations

The SYNOP network of 7,000 stations in the SYNOP network exchange values of T and Td, or (sometimes) T and RH, from which the vapour pressure can be estimated.  Voluntary Observing Ships, fixed platforms, and some moored buoys report air humidity over the ocean.  Additional national measurements are extensively made because of the variable’s importance to PET estimation

Significant data management issues

The public have no concept of vapour pressure, yet fully understand the variable in terms of relative humidity.  In some countries, surface humidity is also given in terms of the dew point depression (T ‑ Td), the difference in the current air temperature and that at which the air cannot hold any more moisture. 

The variables transmitted in the WMO SYNOP code include Td or RH.  The RH should only be sent if the dew point is temporarily unavailable and every attempt should be made to convert the RH to Td, sending the RH code as a last resort.  CLIMAT messages transmit monthly mean vapour pressure (mandatory variable).  With complimentary measurements of temperature it is trivial to relate vapour pressure to relative humidity and vice versa.  

With any form of temporal averaging to daily or monthly values, the relationship is not entirely linear, but any loss of accuracy is acceptable for most practical purposes. When RH is used, significant homogeneity issues result due to slight changes in observation times as RH has a strong diurnal cycle over land due to temperature variations. This problem is reduced by using vapour pressure - hence its preference for climate use.  Despite transmitting vapour pressure averages using the CLIMAT network, roughly 50% of NMSs archive and publish national datasets as RH percentages.

Automation of measurements is likely to introduce the potential of homogeneity problems. There is also greater uncertainty with vapour pressure estimates below 0°C, but the estimates at these temperatures have few uses.

Analysis products

All analysis products have uncertainties because of potentially greater differences in national measuring standards than for temperature and precipitation.  Gridded research products exist for land areas from 1961 and earlier (back to 1901) using national datasets and statistical relationships with primary variables such as temperature and cloudiness or diurnal temperature range.  Away from mountainous areas surface humidity could, with care regarding homogeneity, usefully be approximated from 1,000 hPa estimates in reanalysis products.

Current capability

Few analyses have been undertaken of the variable on global or regional scales. Those that have indicate that increases dominate over decreases for the Northern Hemisphere since 1975, although measurement uncertainties are probably high, such that monthly averages are likely to be no more accurate than (1 hPa.

Issues and priorities
· Few records exist before 1961 and there is no global archive before this period.

· No centre is archiving the data as such, although it is a CLIMAT variable, but many data are in some form of archive since 1961.

· Homogenisation is a key issue, which has rarely been addressed.

· Different national archive priorities (vapour pressure, RH or dewpoints) hinder intercomparisons, which will be further confounded by different measurement standards.

· Homogeneity after automating measurements has never been considered in the climate context.

Variable: Surface air pressure 

Main climate application 

Surface air pressure data provide vital information about atmospheric circulation patterns in the climate system.  Long-term air pressure data compilations can be used to assess changes, fluctuations and extremes in climatic circulation regimes.  Such analyses aid ongoing efforts to assess the relative importance of anthropogenic and natural influences, and to estimate possible future impacts of atmospheric circulation changes on human activities.

Contributing baseline GCOS observations

The GCOS surface network (GSN), is a subset of approximately 1,000 stations that supports the global network of locations that provide local and regional-scale observations.  The GSN promotes best practice and is a baseline against which to assess the long-term homogeneity of the rest of the surface network.  GSN must be augmented with additional surface air pressure data, especially over the oceans, in order to provide more detailed patterns of spatial changes, fluctuations and extremes in atmospheric circulation.

Other contributing observations

SYNOP network of 7,000 surface recording stations.  Additional national and research observing networks.  Voluntary Observing Ships, fixed platforms, moored and drifting buoys often report air pressure over the ocean. 

Significant data management issues

GSN data management is achieved by a combination of national data management organizations, GCOS GSN monitoring (DWD, JMA) and analysis (Met Office-Hadley Centre, WDC-NCDC) centres, and CBS GCOS lead centres (DWD, JMA, NCDC).

Analysis products

Time series are created for individual stations, station differences, regional averages, hemispheric averages, global averages.  Indices of climatic phenomena (e.g. Southern Oscillation, North Atlantic Oscillation), means, seasonal cycles, extreme events can all be derived from surface air pressure observations. Gridded fields are created via objective analysis and data synthesis (e.g. reanalysis, HadSLP).  The analysis products are enhanced by the incorporation of wind fields through dynamical relationships in models. 

Current capability

Surface air pressure is monitored adequately over most of the earth's land surface.  However, data coverage over some regions of the ocean, particularly in the Southern Hemisphere, and over Antarctica remains too sparse.

Gridded global monthly, seasonal and annual surface air pressure compilations are capable of resolving important information about circulation changes and fluctuations over the last 120-150 years. Examinations of circulation extremes and storminess require daily surface air pressure data.  To date, this has mainly been temporally limited to the last half-century or less and also spatially limited to parts of the Northern Hemisphere, especially in the US-European sector.

Issues and priorities

· Drifting buoys over the southern oceans have ameliorated uncertainties in surface pressure fields, and should be continued in conjunction with sea-surface temperature measurements.

· Data archaeology, digitization of longest available data records.

· Access to daily data. 

· Homogenization of daily data as much as possible.

· International surface air pressure database.

· Testing climate model data sets against observational data products.

· Checking on reduction to standard gravity.

Variable: Near-surface wind
Main climate application
The surface wind field is the primary driver of the ocean circulation, which transports important amounts of heat, freshwater and carbon globally.  It is a sensitive measure of the state of the global coupled climate system and is very valuable for climate change detection and climate model evaluation.  Over land wind contributes to the surface heat balance influencing advective and turbulent heat fluxes.  Wind information has important practical applications for air transportation, construction, energy production, air quality management, and human health.

Contributing baseline GCOS observations

None over land. 

Over the oceans there is an integrated global marine surface observing system which provides data from Volunteer Observing Ships, low-lying islands, moored and drifting buoys.  Some elements of this system have only research funding, but many are part of ongoing WMO activities in support of the World Weather Watch. Most of this information is stored in the International Comprehensive Ocean Atmosphere Data Set (ICOADS).

Other contributing observations

World-wide network of synoptic stations, fixed platforms, and environmental buoys.  One of the most expansive synoptic data collections, the Integrated Surface Hourly Database at NCDC, Asheville, North Carolina, contains data from about 20,000 synoptic locations world-wide.  Most of the data in this digital archive starts in the early 1970s.

Surface wind at the ocean surface is estimated accurately from the latest generation of wide swath satellite scatterometers for wind speeds below about 25 m/s. Remote-sensing products  include those from scatterometers on board of ERS and NASA polar-orbiting satellites (ERS‑1, ERS‑2, NSCAT, QuikSCAT, and (in the near future) ADEOS II).  However there is no formal commitment to the continue the operation of these instruments for the long term.  The wind data over the ice-free ocean surface from these satellites cover approximately 90% of the globe each 6-10 days (ERS) or 24 hours (QuikSCAT) with 25 to 50 km spatial resolution since July 1991. 

Significant data management issues

Different data products have different precision, spatial resolution, are archived in different formats, and can contradict each other. In situ wind speed measurement is a function of the anemometer elevation above the ground/sea surface and is affected by the environment around the instrument. Efforts should be taken to document this elevation and environment and their changes with time. Statements about changes in wind speed over the ocean and land are hampered by uncertainties related to: changes in ship elevation (and thus the anemometer installed on it); improved forecasting (observing ships have an opportunity to avoid major storms); land use changes around observing  sites and relocations of these sites (resulting in changes of anemometer exposure); and changes in instrumentation and observational practice.

All of the ocean wind data reported in real time via the GTS are available to interested parties in various ways, including the GODAE Monterey data server.  Scientific quality controlled data are made available through periodic updates of the ICOADS.  The data from the tropical Pacific moorings (TAO Array) and various national data buoys are also available via web sites.

Improved satellite wind observations (scatterometers) may make old and new products partially incompatible.  Some problems remain with the accuracy of low wind speed reports and measurements during rain.
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This diagram outlines conditions of satellite measurements of surface wind speed over the ocean when (a) the wind speed is sufficiently high to dominate the signal from the surface against the backscatter from the rain (above or to the left of the line) or (b) when satellite measurements of surface wind speed become unreliable because the rain backscatter dominates the signal (below or to the right of the line).  (Figure from Weissman et al., 2002).

Analysis products

The International Comprehensive Ocean Atmosphere Data Set (ICOAS).  Global and national archives of synoptic observations.  FSU winds (set of high-quality in situ wind observations over the oceans that have been collected and routinely updated by the Centre for Ocean-Atmosphere Prediction Studies (COAPS) at the Florida State University, USA).  National and regional atlases of wind fields (mean wind field, gusts, and wind roses), homogenized hourly wind time series for approximately 1,300 sites over the conterminous United States.

Regional mesoscale weather models (such as the Eta model employed by the U.S. National Weather Service) are able to reproduce near-surface wind field variations with reasonable accuracy, especially during daytime when the near-surface wind overland is better linked to the boundary layer wind field. 

Global gridded fields of marine surface winds, via objective analysis, data synthesis and operational data assimilation, are produced by several groups.  All major weather forecasting centres produce marine surface wind field analyses.  Several research groups make special wind field products. Indices of regional surface wind variability are routinely evaluated.

Current capability

Currently each synoptic station, research vessel, buoy, and VOS measures wind speed and direction and (in many cases) some supplementary wind related information (e.g., wind gustiness) with sub-daily time resolution (hourly, 3-hourly, or 6-hourly).  This information is transmitted over the GTS and/or stored in the logbooks and is accumulated in national and international data archives.  With the relocation of most of the synoptic network to airports, wind information overland has become more 'biased' toward open, flat areas that may not be typical of the surrounding terrain.  Satellite scatterometers provide generalized wind information over the ocean surface except the sea-ice covered areas.  

Comparisons between operational marine surface wind products reveal significant differences in means, seasonal cycles and variability on other time scales of relevance to climate.  These regional differences are frequently as large as (or larger than) the amplitudes of expected regional climate variability, making interpretation of the anomalies from any particular wind product challenging, and making climate change detection problematic.

Because we have no network of marine surface reference sites it is necessary to estimate our knowledge of wind changes via comparison studies.  These are generally unsatisfactory.  Until there is a global sparse network of marine surface reference sites we cannot be confident of the wind changes occurring at the marine surface that are relevant to climate change.

Issues and priorities

· There are no research quality global near-surface wind products feasible for climate change studies.  Thus, development of international archives that cover at least the past 50 years of synoptic observations is warranted.

· The issue of the precision of wind speed measurements should be addressed.  This varies from the instrument type and observational practice (e.g., some countries report wind speed up to the lowest m s-1 while others use knots and miles/km per hour); furthermore, these rules have been changed during the past century.  Changes in units and the instrument precision affect estimates of the frequency of calm weather conditions, heat flux and wind stress, and air quality assessments that are based on these wind data. 

· Very few wind measurements over the Polar Regions are currently available.

Issues specific to land

· Extensive collection of the synoptic stations’ metadata, such as the site exposure and history of wind observations (anemometer elevation and type) is a pre-requisite for assessment of climate changes in wind field characteristics.

Issues specific to the oceans

· The quality of Volunteer Observing Ship observations can, and should, be improved.  The VOSClim project of the WMO and GCOS, to improve data quality, initially from about 200 vessels, is beginning and should be supported.

· Algorithms to account for wind field modification around moving ships and reduce the wind speed observations to a standard height of 10 m above the 'undisturbed' sea surface should be developed. 

· Satellite scatterometers are key instruments to measure ocean wind fields and are giving important new information for operational forecasting and climate model evaluation and need to be continued as part of the operational global observing system for climate.
· Time and space resolution as well as calibration routines of existing and future satellite-based wind measurements should be enhanced.

· A global sparse network of marine surface reference site moorings has been planned and should be implemented and maintained as a Baseline Observing activity.

· This should be supplemented by more extensive deployment of surface drifting buoys equipped with surface pressure sensors in data sparse regions of the planet (particularly in the Southern Hemisphere).
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Variable: Surface precipitation 

Main climate application

Precipitation (frequency, intensity and quantity) is a key variable for specifying the state of the climate system.  It varies considerably in space and time and requires a high-density network to observe its variability and extremes on regional scales.  Analysis of precipitation and its change is crucial for the assessment of climate change and of the impact on nature, environment and human society.  Changes in its timing (e.g. seasonality) have implications for water supplies and agriculture.  In particular, the knowledge of surface precipitation resulting from rainfall and snowfall is important for assessment of global water resources and for understanding of the interaction between the energy and water cycle as well as for the assessment of climate impact on ecosystems. Aspects are climate change impact on vegetation, desertification (duration of droughts, shift of climate zones), water resources, river runoff and floods (intensity and duration of extreme events).  The required accuracy of area-related monthly precipitation estimates has been quantified by the Implementation Plan for the GPCP to be 10 mm per month respectively 10% (WCRP 1990). 

Contributing baseline GCOS observations

The GCOS surface network (GSN), is a subset of approximately 1,000 stations that support the global network of locations that provide local and regional-scale observations.  The GSN was chosen to provide the best available combination of continuity, reliability and length of record - choice of GSN stations is based primarily on air temperature, not precipitation. Spatial coverage by the GSN is not adequate for most GCOS objectives with respect to precipitation.

Other contributing observations

Precipitation data observed by raingauges are regularly exchanged for about 7,000 meteorological stations via the GTS with SYNOP and CLIMAT bulletins. The near real-time monthly precipitation data are disseminated primarily by NMSs with CLIMAT bulletins via the WWW Global Telecommunications System (GTS). 

More than 100,000 raingauge stations are operated world-wide in national networks. These data are held in the archives of the individual NMHS, are incompletely digitized, and generally not internationally exchanged. NMHS from 160 countries have delivered additional precipitation data for 40,000 stations to be used for analysis by the Global Precipitation Climatology Centre (GPCC). Other collections of historical precipitation data exist at several places, especially CRU, FAO,  NCDC. 

Precipitation is one of the hydrological variables relevant to climate change that is part of the new GCOS/WMO-sponsored GTN-H (Global Terrestrial Network for Hydrology) which was implemented in 2001 to improve accessibility of already existing data. 

Estimates of precipitation from satellite observations of visible, infrared and microwave radiance are available for parts or all of the period since January 1979. Such estimates are valuable for their ability to provide consistent coverage over large parts of the globe, including in particular those regions with poor or no rain gauge coverage. The latter includes almost all ocean areas.

Significant data management issues

The timely reception, availability, completeness and quality of the data is monitored by the GSN Monitoring Centre (GSNMC), operated jointly by DWD (precipitation) and JMA (air temperature). The availability of the current monthly GSN-CLIMATs (60 per cent) as well as of the historical daily GSN-data (30 per cent) does not meet expectations.  GSN historical daily precipitation data are collected and distributed by the GSN Analysis Centre (WDC-A for Meteorology at NCDC). 

GPCC operationally collects precipitation data in near real time from GTS-CLIMATs (about 2,000 stations) and GTS-SYNOP (about 7,000 stations) as well as from individual data deliveries from NMHS of 160 countries as shown in the following figure. 
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GPCC has started to pool the historical data collections of CRU, FAO and NCDC with its own data base in one relational data bank in order to complete the time-series of data from the last decade. Data which are not restricted by the originators, are distributed as GHCN by the WDC-A for Meteorology, NCDC, Asheville.
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Analysis products

Quality-controlled time-series of raingauge-observed precipitation data sets.

Statistics on global and regional trends, variabilities, frequencies and intensities of extremes.

Time-series of global gridded data sets to complement model re-analyses. 

Current capability

Precipitation can be observed by different techniques, mainly by conventional precipitation gauges operated in surface networks, radar or satellite-based instruments. All the existing observation techniques have their own specific advantages and deficiencies. Surface precipitation resulting from rainfall and snowfall is directly (in situ) measured by precipitation gauges. The advantage of this technique is that it has been used for more than 100 years and long time series of data are available. However, gauge observations are subject to errors (e.g. during snowfall and high wind speed, evaporation) and sampling error (see figure below) as the observations represent local conditions. 
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GCOS requirements call for daily measurements of solid precipitation adjusted for systematic errors.  This will necessitate continued work on the correction and standardization of solid precipitation measurements, development of data assimilation strategies for in situ and remotely-sensed (radar and satellite) measurements and development of a global archive of adjusted precipitation estimates for liquid and solid precipitation.  Development of more reliable techniques for remote-sensing of solid precipitation must also continue, particularly in high latitudes.

The analysis of precipitation trends requires long term time series of monthly precipitation data. Determination of the frequency and intensity of extremes should be based on at least daily data. The homogeneity of the time series is an important issue. The stations selected for this purpose should be distributed globally and represent the different climate zones and orographic conditions for all individual continents. Monitoring of the temporal evolution requires the maintenance of the observation at the selected stations in future. Within GCOS, the GSN including about 1,000 climate stations has been defined to be adequate for this purpose. The stations have been selected in co-operation with the NMSs operating the networks. 

Precipitation data from about 7,000 meteorological stations are regularly exchanged on the GTS with SYNOP and CLIMAT bulletins. These data are continuously processed and archived by the GPCC from 1986 to near present.  GPCC produces time series of gridded analyses of precipitation from these observations.  A large number of supplementary monthly raingauge observations (up to 40,000 stations) are contributed by NMHS of 160 countries to GPCC for the construction of higher resolution analyses. However, the spatial distribution of these supplementary observations is relatively uneven. The GPCC has started to complement the data collection and analysis by historical data before the year 1986.

The current situation is still very insufficient since the historical data are missing for about the half of the stations, and a large number of stations do not supply current data on a regular basis.

Trend analysis of area-related precipitation requires a larger number of gauge-observed data with respect to the sampling error as described above. High-resolution hydrometeorological networks have been and still are operated by nearly all of the countries. However, most of these data are not defined as "Essential" in the context of WMO Resolution 40 (Cg-XII) and so are restricted by the individual countries. As far as possible these data should be made available by the originators to Global Centres (such as the GPCC) in order to enable them to create gridded global data sets which can be distributed and used for global climate monitoring and research.

Satellite or radar observations provide the spatial and temporal structure of precipitation over a large area. But remote sensing is a measurement of radiation which is reflected, scattered, emitted or modified by water vapour, clouds, ice particles or droplets in the atmosphere. The observation of surface precipitation by remote sensing is indirect and subject to approximations and simplifications. Remotely sensed precipitation data need to be adjusted to match surface-based direct observations.

Currently available estimates based on satellite observations are all subject to significant errors, including biases that are poorly understood. Efforts are on going to produce time series of gridded analyses based on objective combinations of rain gauge observations and estimates derived from satellite data.  In this process, the satellite-derived estimates are utilized so as to take advantage of the strengths of each product. The Global Precipitation Climatology Project (GPCP) produces monthly and pentad analyses of precipitation for the globe on a 2.5° x 2.5° grid using a combination of the GPCC gauge analysis and estimates from passive microwave and infrared satellite observations.

Issues and priorities

· Estimates of global and regional precipitation and its variability can be significantly improved by nations routinely exchanging their current and historical observations with the international data centres including the GPCC.

· Improve the data availability for climate analysis and research. Enhance and facilitate the international exchange of required data from denser networks. Develop distributed data archives for precipitation data with easy access.

· Analysis of extension or shift of climate zones, energy and water cycle studies and assessment of climate change impacts require time-series of precipitation data from a larger number of stations than are in GSN.

· Analyses derived from denser collections of rain gauge observations are needed, as are improved analysis techniques. In particular, more observations are needed in regions of complex terrain and in high latitudes.

· The errors in gauge-based analyses and in estimates derived from satellite observations must be better characterized and understood. This is particularly important for the systematic errors in satellite based estimates.

· Discrepancies between different estimates from satellite observations of precipitation over the oceans need to be resolved and a reference network of ocean-surface precipitation stations on key islands and moored buoys, to calibrate and verify the satellite based estimates, needs to be established.
· Compilation of time-series of daily data for the complete 20th century as a basis for statistical analysis on the human impact and the change of frequency, intensity and duration of extremes. 
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Variable: Surface radiation budget

Main climate application

The Earth’s surface provides an interface for the largest, by far, exchange of radiative energy anywhere in the climate system.  The absorption of solar and infrared radiation at the surface and subsequent conversion to sensible and latent heat as well as re-emitted irradiance is the primary energy source for the dynamical motions of the oceans and atmosphere.  Additionally, radiation quantities observed at the surface are used to infer radiative phenomena within and above the atmosphere as well as the extent of various atmospheric constituents.

The surface radiation budget (SRB) is a fundamental component of the surface energy budget that is crucial to nearly all aspects of climate and needs to be monitored systematically.  The components of the surface radiation budget, upward and downward solar and thermal infrared irradiances, are highly variable over the electromagnetic spectrum as well as in time and position, resulting in challenging measurement strategies for climate applications.  Extremely well thought out and planned measurement approaches are necessary for surface irradiances observations to play a relevant role in climate research and assessment.   While it is widely maintained that radiation quantities are responsible for potentially forcing climate variations that are of significant concern, those climate variations will, in turn, modify observable radiation fields.  This results in the necessity of complex analysis of radiation observations for application to climate.   

Currently, the highest accuracy SRB observations from surface-base instrumentation are being utilized to develop and validate satellite SRB retrievals, test simple to sophisticated radiative transfer models (such as found in General Circulation Models) or more thorough radiative computational schemes, and to develop site-specific radiation climatologies.  Lower-quality relative observations are still adequate for some applications where relative changes over time may be of interest, such as in atmospheric transmission determinations.

Contributing baseline GCOS observations

None

Other contributing observations

Various components of the surface radiation budget, primarily downward solar, are measured with questionable accuracy in many national programs around the world and have been for many decades. The questionable accuracy results from a lack of traceability in the measurement systems. This lack of traceability is a function of a persistent belief that the basic quantities in solar and terrestrial radiometry can be measured competently with acceptable accuracy by one or two instruments without standards for basic quantities like diffuse and terrestrial (thermal IR) irradiance.  Adequate reference standards exist only for the direct beam portion of the downwelling solar irradiance and this standard is maintained at the WMO World Radiation Centre (WRC) in Davos, Switzerland.  The Baseline Surface Radiation Network (BSRN) of the World Climate Research Programme (WCRP) has established the relevant measurement techniques.  However, BSRN is primarily a research network and does not have global coverage.

Most existing observations of radiation budget components, while lacking verifiable accuracy to address fundamental climate issues, are of sufficient precision for some applications and have been accumulated under various WMO programs in the World Radiation Data Centre (WRDC), St. Petersburg, Russia, and independently at the Global Energy Budget Archive (GEBA), Zurich.   In some cases, observations may have been maintained with exceptional accuracy, particularly in the last few years when new instruments have appeared from commercial sources, and tentative candidate measurement reference standards have emerged. The emerging reference standards for solar diffuse and infrared irradiance are being extensively intercompared within the ARM and BSRN programs but will require considerable further international scrutiny and additional instrument development before being widely accepted.

Another emerging source of SRB data, but not completely independent from the above, is from satellite based sensors.  These observation platforms have the advantage of greater to complete global coverage but at the sacrifice of temporal and spatial resolution of the surface-based observations.  Also, satellite programs to date have been heavily dependent on surface-based observations for the development and validation of retrieval algorithms.  This is because the satellite SRB product is a derived estimated based on observed upper boundary conditions and radiative transfer calculations (model) accounting for the effects of the atmosphere.  While some satellite retrievals are totally physically based and theoretically independent of other SRB measurements, that community has been one of the major users of surface-based SRB observations.  While surface radiation quantities have been derived from a host of satellite measurements, current projects at NASA Goddard Institute for Space Studies, and NASA Langley are of exceptional note for  determination and persistence of effort and apparent quality of results.  Data are available through the respective institutions.

Significant data management issues

Basic data handling for surface-based radiation budget measurements is relatively straight forward with generally simple processing of raw field data as required to apply the best then-available calibration information.  The processing chain can become more complex when the need for traceability information and data editing are required.  In many practical situations a year or more may pass before traceability information can be made available.  Data editing is a subjective art generally applied as deemed appropriate by the measurement practitioners and potentially again by data archives and finally the data product users.  The required timeliness of the data varies from near real-time to years after the fact depending on the application.  The highest possible data turn-around rate cannot be accompanied by the highest possible accuracy assurance.  Properly collected and maintained data have been successfully reprocessed to higher levels of accuracy decades after having been acquired.  Currently, the fore-mentioned radiation archives operate in a mode of receiving data when the raw data producers are satisfied with their product, which ranges in time from hours to years.

Analysis products

Time series of surface-based measurements of upward and downward solar and thermal infrared irradiances ranging in temporal resolution of 1-min to 1 year.

Satellite SRB data sets are typically of 3-hour to one month resolution and shorter in duration than the surface-based observations, but with more complete spatial coverage.

Ancillary data, such as basic meteorological variables, sometimes including upper air values, and various optical and constituent properties of the atmosphere, are included in the SRB data bases.

Current capability

The current capability is in the process of rapid improvement following over a century of slow progress in this field. The uncertainty determined for each of the separate SRB components of less than 5 W m‑2, approaching 1 W m-2 to 2 W m-2 in some cases, has been achieved experimentally and in simulated real field conditions. Instrument manufacturers are now helping reduce uncertainties by improvements in instrument design, but for these new instruments to percolate into globally traceable networks will require substantial time and international effort.   On the other hand, the capability to collect data resembling SRB quantities but of unknown accuracy has existed for decades and such data is being widely accumulated.  Further development of improvements are being pursued in some national and international programs and at the World Radiation Centre, Davos.  Two primary focuses of this effort have been the BSRN program and the U.S. Dept. of Energy project, Atmospheric Radiation Measurements (ARM).

Issues and priorities

Several issues are discussed in the preceding and are summarized, along with others, below:

· Uncertainties of SRB observations are often only based on calibration values, determined under ideal and fixed conditions, without reference to either traceability between calibrations or realistic operational environments.  A complete uncertainty analysis methodology for field measurements needs to be developed so that individual but comparable observation uncertainties can be determined. Central to resolving this issue is the establishment of international reference standards for all the primary and secondary quantities required for SRB.
· Accuracies of SRB observations are often stated for ideal or calibration conditions.  Realistic field accuracies need to be established, which would be aided by the existence of universal international reference standards.

· The correct and appropriate methods to compare the point surface-based SRB observations with the larger spatial scale but lower temporal resolution satellite and GCM estimates SRB quantities remains a subject of investigation.

· Since the most credible satellite SRB retrieval efforts have been a significant stimulus for recent developments in surface-based SRB measurement capability, and since those same efforts strive to be independent of surface-based SRB measurements, much of that stimulus may soon be withdrawn once the satellite systems are considered perfected.  However, the longevity of suitable satellites is highly questionable, particularly relative to the maintenance of multi-decade observations.  Therefore, surface-based observations should be maintained, but eventually without the satellite community support.

· Commitment to maintaining climate time scale SRB measurements at a number of ground sites has been good, as evidenced by various national programs and the activities and results of the BSRN program.  However, the full realization of, and commitment to, the level of support to address the remaining needs of such measurements is not apparent.  The necessary progress may come from the small number of key and determined individuals who have made professional dedication to this area of scientific information gathering and investigation, combined with a somewhat larger community who are willing and eager to implement measurement improvements as they are developed and made available.

· The usefulness of surface-based SRB observations in the development of climate models (GCMs) as well as satellite retrievals needs to be emphasized, but requires the development of appropriate methodology.

· Existing irradiance data sets at WRDC, GEBA, and other sources need to be carefully and cleverly analysed for information content, which may be independent of calibration and calibration stability related issues.

· Over the oceans empirical formulae are still widely used for estimating both the longwave and shortwave incoming radiation at the ocean surface, different formulae can give differences of 80 W m-2 which is inadequate.

· The current international data bases are established on the basis that the data are supplied when data producers are satisfied with their product. There is only informal feedback when a data user finds a problem or something perplexing.  Any international data base with a requirement for coordinated measurements must have a mechanism (for example, an advisory or audit group) to assure the quality to some minimum standard of uncertainty.  There is a need to maintain ongoing support for the data archiving facilities. 
Variable:  Upper air temperature (surface to 30 hPa)

Main climate application

Upper air temperatures are a key dataset for detection and attribution of tropospheric and stratospheric climate change. Temperatures measured by radiosondes are a vital reference against which satellite-based measurements can be calibrated. Upper air temperatures are crucial for separating the various possible causes of global change, and vital for the validation of climate models.

Contributing baseline GCOS observations

The Global Upper Air Network (GUAN) is a subset of about 150 of the global network of radiosonde stations that support weather forecasting.  It was chosen to provide the best available coarse resolution global network.  GUAN is aimed at promoting best quality and prioritisation of resources, and is intended to be a benchmark for the rest of the radiosonde network.  The homogeneity of the record could usefully be improved but the data are adequate for determination of significant change on hemispheric and global scales.  There are no foreseen developments that will remove GUAN from its key role.
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Other contributing observations

WWW Upper Air Network of around 900 radiosonde stations.  About two thirds of these land-based stations are designated to make observations at 0000 UTC and 1200 UTC.  Between 100 and 200 stations make observations once per day, while about 100 are essentially silent.  In ocean areas, radiosonde observations are made from around 15 ships fitted with automated shipboard upper-air sounding facilities (ASAP).  Most of these soundings from ships are, at present, from the North Atlantic and north-west Pacific, but the programme is expanding into other ocean basins.  About 600 of the land-based radiosonde stations reliably provide monthly radiosonde data (CLIMAT TEMP), but stations’ record lengths vary.  Data are similar or only slightly inferior in quality to those from GUAN. Coverage of radiosonde data, including GUAN, is poor in parts of the tropics and very sparse south of 45° S.

Aircraft observations.  Over 3,000 aircraft provide reports of pressure, winds and temperature during flight.  The Aircraft Meteorological Data Relay (AMDAR) system makes observations of winds and temperatures at cruising level as well as at selected levels in ascent and descent.  The amount of data from aircraft has increased ten-fold in recent years to an estimated 50,000 reports per day.  Quality is adequate but coverage is localised in air corridors.

Satellite soundings.  Infrared (IR) and microwave sounding unit (MSU) measurements are the same as used in weather forecasting, though often with additional post-processing.  These data provide a bulk temperature with the useful potential of providing a stable upper atmosphere record. A combined MSU - Advanced MSU (AMSU) record has been developed. 

Significant data management issues

The European Centre for Medium-range Weather Forecasts (ECMWF) monitors the performance of the GUAN radiosonde network in real time: see http://www.ecmwf.int. Reception of monthly CLIMAT TEMP data is also monitored at the GUAN Monitoring and Analysis Centre at the Hadley Centre in the Met Office, UK: see http://www.metoffice.com/research/hadleycentre/guan. 

The NOAA/NCDC Comprehensive Aerological Reference Data Set (CARDS), is based on daily (up to four per day) radiosonde observations, and populated with more than 2,300 upper air stations. CARDS currently contains over 27 million quality controlled radiosonde observations. These data are comprised of observations collected from over 20 data sources and range from 1940. Monthly radiosonde datasets, with quality control and some homogeneity adjustments, are developed at the GUAN Analysis Centres at the Met Office's Hadley Centre and NOAA/NCDC.

MSU and AMSU data are developed and managed by the University of Alabama. 

Aircraft data are available at NCAR and ECMWF for input to reanalyses.

At NOAA/NCDC, daily data are added to CARDS on a monthly basis and are available within a few months of the data month, along with derived monthly statistics.  See http://lwf.ncdc.noaa.gov/oa/climate/cards/cards_homepage.html . Monthly data and gridded products are available at the Hadley Centre within a few months of the data month. 

Analysis products
Objective analysis of data from the radiosonde network, including GUAN, forms the most widely used product. The Hadley Centre HadRT data sets consist of monthly or seasonal temperature anomalies on a global grid, computed from radiosonde station data from 1958 to present.  Anomalies are available for 9 standard levels as well as tropospheric (850 - 300 hPa) and stratospheric (150 - 30 hPa) averages. In some versions bias corrections linked to instrumental or operational discontinuities have been applied to data, using MSU retrievals as a reference.

Analysis of MSU soundings has also been used, but controversy remains over consistent calibration of the record.

Reanalysis using a fixed, state-of-the-art weather forecasting data analysis system is the most promising method for future work.  The approach enables a wide range of data such as wind and pressure measurements to be included in obtaining best temperature analyses.  It is also the most effective way to use satellite soundings.  Incorporation of homogeneous GUAN and other radiosonde data is essential to ensure long term integrity of the analyses. Existing reanalyses are, however, unsuitable for analysis of many long-term climate changes, owing to heterogeneity of the data inputs and the effects of model biases at times when data are sparse.

Current Capability
To date, the major advances in climate change detection have been almost entirely achieved through objective analysis of the GUAN and the other radiosonde measurements, together with the MSU data and surface temperature data. The other types of measurement have had inadequate stability or representativity to be of value in this regard. 

There are persistent, serious gaps in GUAN and other radiosonde data availability in the tropics and south of 45° S, and about one third of the global network of GUAN fails to report CLIMAT TEMP in near-real time. This may be because observations are not being taken due to a lack of resources, or they are not being exchanged.  Instrumental and procedural changes at many stations have compromised the continuity of the records and severely limit the utility of the observations for climate purposes.

The typical detection threshold of the analyses for continent sized areas over several decades is estimated to be a few tenths of a degree C over most parts of the globe but much higher in poorly observed areas such as the Southern Ocean and parts of the tropics. This capability has allowed the current levels of detection and attribution of global change by the IPCC.  It has not been sufficient to allow accurate validation of the ability of climate models or to fully resolve some scientific concerns over attribution.  For the future it is hoped that atmospheric data reanalysis will, if conducted to climate standards, allow improved products.

Issues and priorities

GUAN

· With improved use of reanalysis and the anticipated attention by the space agencies to GCOS monitoring principles, there is best prospect of future improvement if the GUAN network is fully maintained as a baseline component. 

· To enable GUAN to achieve its objectives, attention is needed to the establishment or improvement of several key tropical sites. Threatened GUAN sites should be maintained, and support and training should be provided to operators where required, through CBS and National Met Services. Operators should be informed of the purposes and value of their data. They should receive statistics on the performance of the GUAN stations, and have internet access to products created with the aid of GUAN. 

· Original daily and monthly data, quality-controlled data and bias-adjusted data and metadata should continue to be stored and accessible in the GUAN Archive at NOAA/NCDC. All GUAN data are deemed “Essential” in accordance with WMO Resolution 40, and are to be exchanged free of charge.

Specific recommendations for GUAN are:

· Establish full radiosonde observing programs, at least daily and preferably twelve-hourly, at 84001 San Cristobal (Galapagos), 64210 Kinshasa (Democratic Republic of Congo) or 66160 Luanda (Angola), and 62650 Dongola (Sudan). 

· Include four Indian radiosonde stations in GUAN, and, through Indian Meteorological Service and CBS, improve the quality of observations and/or data processing at these stations. 

· Include 61967 Diego Garcia in GUAN: request CBS to approach owner of station and promote coordination of observations. 

· Adoption of the GCOS Climate Monitoring Principles for all of the GUAN and to the greatest extent possible for the full radiosonde network.

And for the radiosonde network in general: 

· Give high priority to collecting station metadata from the national agencies.  It is easier to collect  metadata than to reconstruct them later.

· More observations are needed over ocean and polar areas.  Automated shipboard observing programs should be enhanced.

· WMO should develop formats that allow transmission of full precision, full resolution observations, complete metadata, with and without corrections (as appropriate), and retransmission of lost or garbled data.

· CARDS should be as comprehensive as possible, and should include observations from ships, field programs, intercomparisons, and special programs (such as constant-pressure balloons, rocketsondes, and ozonesondes).  In addition to archiving observations which incorporate operational corrections, CARDS should archive full-resolution unadjusted observations to make it easier to apply future corrections. 

Satellite soundings
· A range of satellite data will contribute to improvements in future analysis and reanalysis. 

· The next generation IASI (Infrared Atmospheric Sounding Interferometer) high-resolution sounder will measure bulk volume average temperatures at a resolution of typically 25 km horizontally and 1 km (lower troposphere) to 10 km (upper stratosphere) vertically, to an accuracy of 1 K (lower troposphere) to 2 K (upper stratosphere).  However, these accuracies are not yet sufficient to detect decadal change.

· In order to continue the historical microwave radiance record, there is a need for homogeneous and continuous monitoring of specific radiances by satellite with increased attention to the calibration of instrument and orbital characteristics.

· Global Positioning System (GPS) radio occultations can provide, per satellite, around 500 accurate, all weather, round-the-clock, well distributed, temperature profiles with good vertical resolution through the mid-upper troposphere and lower stratosphere. These can be accurate to 1-2 °C random error and have a vertical resolution comparable to that of radiosondes but with global coverage and low bias. GPS receivers could be incorporated on operational meteorological satellites to provide useful temperature estimates in the upper-troposphere and stratosphere. Two major missions GRAS and COSMIC, to launch in 2005, have designated data processing centres that will provide meteorological products to users. 
Variable:  Upper air humidity (surface to 30 hPa)

Main climate application

Upper air humidity and related quantities such as precipitable water in layers must be measured accurately to validate models of hydrologic processes, to calibrate satellite and other remote sensing water vapour retrieval methods, to determine the radiative forcing due to water vapour and the nature of the water vapour feedback as greenhouse gases increase, and to increase knowledge of atmospheric chemistry processes in the ozone layer.

Contributing baseline GCOS observations 

The Global Upper Air Network (GUAN) of 150 stations, described under the upper air temperature parameter, provides baseline upper air humidity measurements.  

Uncertainties in the measurement of humidity are much larger than in the measurement of temperature.  Differences in the average reported humidity between instrument types can exceed 10% near the surface, with newer instrument types usually showing drier readings than older instrument types.  The largest disparities are in very moist and very dry conditions.  In the upper troposphere and stratosphere, most older instrument types are almost completely unresponsive to moisture changes.  Many instrumental error sources are not well enough understood to develop robust corrections.  Metadata describing instrument types and dates of changes are incomplete, even for GUAN stations. 

Other contributing observations 

The global upper air network includes several hundred land-based radiosonde stations in addition to those in GUAN, ships, dropsondes, and aircraft observations.  Almost all soundings and many aircraft observations report both temperature and humidity measurements, so the discussion in the upper air temperature parameter is not repeated here.  Large areas have few or no radiosonde or other in situ observations.

Many experimental efforts to remotely sense atmospheric moisture using satellites have been published, but only a few retrievals are applied operationally.  Some operational retrievals include the TIROS Operational Vertical Sounder (TOVS) instruments on NOAA satellites (but such retrievals are usually not made in cloudy areas), the Special Sensor Microwave/Imager (SSM/I) instrument on Defense Meteorological Satellite Program (DMSP) satellites (over oceans only), and Global Positioning System (GPS) measurements (water vapour changes the path length, so, given the temperature, the amount of water vapour can be extracted from the path length between 2 known locations).  Validation by comparison with nearby radiosondes has been limited due to satellite and radiosonde errors, including differences between satellites, calibration drifts in each satellite, and differences between radiosonde types.  Calibrated satellite retrievals can provide thousands of moisture observations per day with global coverage, but the vertical resolution of remotely-sensed observations is limited.  

Significant data management issues 

Radiosonde and other in-situ observations and satellite data are routinely archived and made publicly available through various data centres, as described in the upper air temperature parameter.

Some data management issues relating to archived radiosonde data are as follows:

· Historical metadata describing station locations and elevations, instruments used, and dates of changes, is incomplete and in some cases not accurate.  Currently, metadata are being irregularly maintained.  

· Transmitted observations are condensed from original high-resolution instrument records, incorporate corrections which are often undocumented, and may 'censor' (omit) data in ranges where it has historically been considered unreliable.  Omitted data cannot be reconstructed, and it is difficult to remove corrections if improved corrections are later developed.
· Many field experiment soundings are not entered into data archives, and there is no organized effort to restore data which are lost or garbled in communication. 

Analysis products
Objective model analyses, including reanalyses (which process a long period using consistent methods), incorporate both upper air temperature and moisture observations.  Without systematic application of adjustments for each instrument type to a hypothetical 'reference' instrument, assimilated radiosonde data introduce artificial discontinuities into the model, and interactions among data elements in the model may cause additional unwanted trends.  For example, the global mass of dry air should be constant except for a very slow increase from anthropogenic greenhouse gases (primarily the carbon in carbon dioxide), and it may be difficult to obtain a reliable modelled moisture trend (derived from total pressure minus dry air pressure) if the quantity of dry air is unreliable. 

Current Capability 

Instrument discontinuities make radiosonde-based climate trends questionable.  A modern instrument type can be more than 10% drier than an older instrument, and global instrument-caused drying from 1973 to 1996 averaged 4% (using preliminary adjustments).  Global average tropospheric warming around 0.4 °C (if similar to the surface warming from the middle 1970s to 2000) with unchanged relative humidity would raise total atmospheric water vapour content by nearly 3%.  Therefore, global water vapour trends are not reliably detected using unadjusted radiosonde data.  Complete inferred metadata and validated instrument adjustments, currently being developed, should eventually allow precipitable water variations on interannual scales to be identified reliably.

Upper-tropospheric humidity measurements have historically been considered so unreliable that many radiosonde observations omitted dew points in cold temperatures, usually under -40 or -50 °C.  More recent sensors have moderate responsiveness at all temperatures, so the United States started reporting all dew points starting 1 October 1993.  However, many stations using Vaisala radiosondes have stopped reporting dew points in cold temperatures in the last few years.  Even at stations where dew points have always been reported, moisture trends from current operational radiosondes in the upper troposphere and lower stratosphere will probably never be considered reliable.

Continuous global satellite data exist back to late 1978 from which atmospheric water vapour data can be constructed, but operational satellite moisture retrievals are not routinely published in a form suitable for climate trend monitoring.  NESDIS computes precipitable water in 3 layers using each non-cloudy NOAA satellite sounding, but does not compute area or time averages.  SSM/I monthly averages of precipitable water over global oceans are published in the Climate Diagnostics Bulletin, but no global average time series is included.  Several long-term projects, including the international Pathfinder program, are developing climate datasets by reprocessing long satellite records with consistent algorithms.  The NASA Water Vapour Project (NVAP) combines radiosonde, TOVS, and SSM/I data but so far covers only 1988 to 1997, and global averages contain the biases of the individual sources.

Ground-based water vapour retrievals have also been made using lidar, and are considered to have good accuracy if calibration is carefully maintained.  Ground-based remote sensing can provide high time resolution at each observing site.  Ground-based GPS receivers show considerable promise for obtaining total column water vapour observations over land.

Issues and priorities 

Expected technological developments
· The most accurate moisture measurements are obtained from a chilled-mirror hygrometer, generally aircraft-mounted and operated by a trained observer.  No operational radiosonde is considered to be an adequate reference, but carbon and capacitive humidity sensors are becoming increasingly responsive and consistent.

· As future generations of operational satellites are designed, most instruments are being upgraded to include more channels, better spatial resolution, and less instrument drift.  Errors of individual moisture retrievals should decrease somewhat due to improved spatial resolution.  The vertical resolution of moisture profiles is unlikely to improve greatly because additional spectral channels provide only a little independent information.

· Experimental satellite results suggest that potentially more useful global estimates of temperature and humidity (derived from refractivity) profiles could be obtained through the use of GPS receivers on polar-orbiting satellites.

Recommendations for upper air network operation

· See recommendations for the radiosonde network as described under the temperature parameter

· Stable operation of all GUAN stations should be encouraged, with as few relocations or instrument changes as possible.  GUAN stations in China, India, and Russia should transition to modern humidity sensors quickly, and all stations using older sensor types should upgrade as soon as feasible.

· WMO instrument intercomparisons and similar ongoing co-operative research programs should continue with approximately the current level of effort.  It would be desirable to include Japanese instruments in an intercomparison.
· All countries should report all station moves and instrument or processing algorithm changes.  The WMO online instrument catalogue should be maintained as an ongoing project, and should include recent historical data, but CARDS should be the most comprehensive historical metadata archive.  A current effort to infer missing metadata by detailed examination of station time series should be completed. 

· Humidity should be reported to the highest feasible level in each sounding, especially if the sounding uses Vaisala, VIZ (Sippican), or another modern-type instrument.
Recommendations for satellite moisture measurements

· Efforts should be encouraged to develop satellite moisture retrievals in all conditions (cloudy and non-cloudy, with and without precipitation, over land and oceans) so retrievals are not biased.

· Long-period satellite retrievals should be published, including computed time variations, for research evaluation.  As many sources as possible should be included in blended data bases, such as NVAP (NASA Water Vapour Project), with sources readily separable to perform intercomparisons.

· When validated radiosonde observations, adjusted to compensate for instrument discontinuities, become available, satellite retrievals should be compared with as many collocated soundings as possible.  Multiple intercomparisons between satellite and radiosonde data sets should detect both satellite and radiosonde discontinuities, and should gradually build confidence in computed water vapour trends.  Bias-adjusted radiosonde data should allow checking of satellite retrievals even when there is little or no satellite overlap. 

· The incorporation of GPS receivers on polar-orbiting satellites should be encouraged.
Recommendations for ground-based moisture measurements

· The one single record of upper tropospheric and stratospheric water vapour (from Boulder, Colorado) is invaluable and should be supplemented with other records around the globe to create a network of reference sites in key regions.  

· The considerable promise for obtaining total column water vapour observations over land from ground-based GPS receivers should be exploited globally through international coordination.

Variable:  Upper air wind (surface to 30 hPa)

Main climate application
Essential indicator of atmospheric dynamics (circulation), transport of heat, moisture, pollution, trace species, chemical constituents, etc; teleconnections and planetary waves, and for identification of changes due to climate change.  Vital for the evaluation of climate models.

Contributing baseline GCOS observations

Global Upper Air Network (GUAN), a subset of around 150 of the global network of radiosonde stations that support weather forecasting.  Chosen to provide the best available coarse resolution global network for detecting changes in temperatures, this network is also useful for upper air winds.  See upper air temperature.

Other contributing observations

WWW upper air network of around 900 radiosonde stations.  About 96% of the stations that make radiosonde soundings (Raobs) also make wind soundings. Nearly two thirds of the stations are designated to make observations at 0000 UTC and 1200 UTC and a few make soundings at 0600 and 1800 UTC.  In addition to soundings taken in conjunction with Raobs, there are 100 to 200 wind soundings taken alone (Pibals) at all 4 times of day, with slightly larger numbers at 0600 and 1800 UTC (complementing the Raobs).  Between 100 and 200 stations make observations once per day, while about 100 have 'temporarily' suspended operations.  In ocean areas, radiosonde observations are taken by around 15 ships fitted with automated shipboard upper-air sounding facilities (ASAP).  Most of these soundings are presently from the North Atlantic and North West Pacific Oceans, but the programme is expanding into other ocean basins.  

Several (about 6) upper tropospheric profilers were established on islands in the tropical Pacific, and a few were complemented with low troposphere profilers.  The measurements of wind, including the vertical component, proved very useful for evaluating global analyses and led to some useful research results, but the failures to adequately distribute and process the data, and the logistical difficulties and costs led to the demise of this project in 2001.  

In addition to balloon soundings, which have declined in numbers by perhaps 20% in recent years (relative to the early 1990s), many wind observations are made by aircraft, both while on route at altitude at 300 to 150 hPa, and as profile 'soundings' on ascent or descent into airports.  The latter have increased enormously in volume since they began in 1993 but are most abundant within the United States.  Other observations, from about 50 °N to 45 °S, are made by tracking cloud elements along with an altitude for the observation, to provide 'satellite winds' (SATOBS).  In the lower troposphere these are from 1,000 to 700 hPa, and in the upper troposphere they are in the 400 to 150 hPa layer. They have generally improved in recent years, especially in altitude assignment; however, an order of magnitude increase in volume in 1998 has led to more redundancy and perhaps lower quality. Most of these winds are over the Pacific-Americas sector east of 180 °  to about 20 °W, where there are about twice as many in the upper vs. the lower layer, whereas elsewhere the numbers in the upper and lower layers are similar.

In all, in the year 2000 on average for each day, there were 1,226 Raobs, an additional 563 wind soundings, an average of over 22,000 aircraft wind reports at altitude (most over North America), over 42,000 reports as aircraft soundings, and over 168,000 satellite winds.

Significant data management issues

Key quality checks occur as part of four-dimensional data assimilation.  Isolated wind observations can not be trusted. Data are archived and have been assembled for reanalysis projects by NCAR and the operational centres.  

Analysis products
Most winds are not analysed separately, but are incorporated as part of four-dimensional data assimilation into multivariate analyses of the atmospheric state.  Wind speeds and directions are given special scrutiny for aircraft operations. As well as operational products, more consistent sets of analyses result from the reanalyses from NCEP and ECMWF using a fixed state-of-the-art system. Such analyses also allow the rotational and divergent parts of the wind to be separately analysed (or equivalently vorticity and divergence).  The divergent component is especially important because of its link to precipitation and diabatic processes.  

Current capability

As Raobs have switched from radar and other tracking methods to methods using geostationary positioning system (GPS) sondes, the accuracy of wind measurements has increased. However, this has come at a cost and has led to the drop out of some stations and soundings. Aircraft observations and profiles in some locations show the potential for greatly enhancing the network in other areas.  However, aircraft observations are only in the air corridors and are missing in many parts of the world; in part this is simply because they are not gathered. 

In the Tropics, wind information is much more critical than temperature, and the dynamical constraints and ability to infer winds from other observations is less.  Moreover, aircraft winds are few and profiler winds have ceased, decreasing capabilities in recent years.

Current products are useful for detailing means and interannual variability, but decadal variability and trends are lost in the noise of the changing observing system.
Issues and priorities
· For some time there has been discussion of a satellite mission to measure winds directly using lidar.  Because this involves an active laser radar instrument, the power requirements and costs are high, and progress in this area seems to have abated (see the article by Baker et al., 1996: Bull. Amer. Met. Soc., 76, 869-888) but the potential exists.

· Prospects for improved products also exist from improved sounders of temperature (see upper air temperature), which will translate into improved winds through the assimilation process. Nevertheless, these changes are further perturbations to the observing system and are not necessarily helpful for tracking small changes over many years.

· Reanalyses that address issues of the changing observing system and the best products for tracking climate are greatly needed.  Observing System Experiments (OSEs) are a useful tool to detail the impact of changes in observing systems.

Recommendations are to:

· Increase the profiles from aircraft as they take off and land. 

· Increase the recovery of aircraft winds.

· Decrease costs of GPS sondes and increase their use by upgrading stations that are currently unable to perform.

· Reprocess satellite winds using the latest techniques for use in reanalyses.

· Strongly support reanalyses, especially the need for new reanalyses that are tasked to address changes in the observing system and the impacts on the analyses.

· Consider fleets of constant level balloons that can be tracked for winds, especially in the Southern Hemisphere, as a relatively low cost option.

Variable: Clouds

Main climate application

Cloud feedback is the single most uncertain aspect of future projections and is responsible for much of the range of sensitivity of atmospheric and climate models.  The key issue is how will clouds change as the climate changes and it is necessary to deal with this in terms of amount, height, and radiative properties.  The issue is extremely complicated because clouds will change due to changes in aerosols as well as the changing climate.  In addition, it is difficult to distinguish clouds from snow and ice fields from space.

Contributing baseline GCOS observations

There is no GCOS baseline system for observing cloud at present, and an effective strategy needs to be developed for monitoring cloud, as well as the related variables of water vapour and aerosols.

Other contributing observations

Cloud observations are made for weather purposes at the WWW SYNOP network of 7,000 surface recording stations, and these are used for climate studies.  Additional national and research observing networks.  Voluntary Observing Ships (VOS), fixed platforms, moored and drifting buoys report air temperature over the ocean.  The VOSClim project aims to provide a high quality reference set of VOS data. The surface observations deal with the whole sky from horizon to horizon (not just overhead), and are fundamentally qualitative.  Total cloud amount, low cloud amount, and kinds of low, middle and high cloud are reported.  Changes have occurred over time in how clouds are coded, notably in 1982. 

It has been difficult to observe clouds reliably.  Observations from the ground depend greatly on observers and differ from those taken from satellite.  Moreover, automation has eliminated many of the ground-based observations, so that the record, such as it is, is not continuing.  From space, the observations see only the cloud tops, and document areal extent, but do not adequately address relationships among low and high clouds and how they overlap, which is a key issue in models.  From the ground an observer is more apt to interpret the sides of tall clouds as areal coverage. How to better measure clouds from the surface and space are key research questions and are dealt with under the process research.  However, the International Satellite Cloud Climatology Project (ISCCP) has developed a continuous record of infrared and visible radiances since July 1983 to estimate cloud properties. Measurements from polar orbiting and geostationary satellites have been integrated together.  These estimates are subject to the problems inherent in satellite records with varying coverage over time, but nevertheless constitute a valuable record that should be continued.  Recently there has been a reprocessing of AVHRR observations of cloud and radiation that have systematically corrected for orbital drift that otherwise tends to impose a systematic increase in cloud through the lifetime of satellites with afternoon local equator crossing times.  This new dataset is known as PATMOS (Pathfinder Atmosphere).  Trends in this dataset are different from those in ISCCP and also the deduced trends from ERBS radiation measurements, highlighting the great uncertainties in low frequency variations.

Significant data management issues

Satellite data have large volumes.   Data are typically made available to the research community from archives in an off-line mode.  Delay in delivery can reach the order of a year.

Analysis products

Several atlases of ground-based observations exist.  Climatologies and time series exist of ISCCP data and PATMOS data.  Typically various levels of products are made available that partly satisfy the needs of the research community.

Current capability

Ground based measurements are declining over the oceans as ships become bigger and faster: from 1975 to 1997 there is about a 50% decline in the number of marine observations. Over land, automation has eliminated some cloud observations altogether. The relevant measurement systems in space (broadband radiometers) and the pertinent data analysis have been improved continuously. From space, improvements have been made in terms of treating spectral corrections and angular and temporal sampling problems in the data processing.  Sensors have been improved.  Global coverage depends on blending geostationary observations with polar orbiting satellite observations and the latter can help provide cross calibration.  Gaps exist from time to time over the Indian Ocean.  

Issues and priorities

· Satellite observations of cloud must be continued without interruption.  For the future, planned improvements in vertical structure and radiative properties of cloud are greatly needed, along with adequate spatial and temporal resolution that fully resolve the diurnal cycle.

· The regional radiation budget undergoes strong diurnal cycles, especially at lower latitudes (convection) and over desert regions. The limited  temporal sampling with one polar satellite may lead to systematic errors, if the diurnal cycle is not accounted for. 

· Since the climate signals to be observed are of similar magnitude as the accuracy of the observations, it is essential that instruments in orbit have an overlapping period which will improve the capability to resolve trends.  This implies that any gap in the measurements should be avoided.

References

Jacobowitz et al. 2003:  The AVHRR Pathfinder Atmosphere (PATMOS) climate dataset. Bull. Amer. Met. Soc., 84, 785-793

Rossow, W. B. and R. A. Schiffer, 1999: Advances in understanding clouds from ISCCP. Bull. Amer. Met. Soc., 80, 2261-2287.

Variable: Earth Radiation Budget

Main climate application 

The Earth Radiation Budget (ERB) (at the top of the atmosphere) describes the overall balance between the incoming energy from the sun an the outgoing thermal (longwave) and reflected (shortwave) energy from the earth.  It can only be measured from space.  The radiation balance at the top of the atmosphere (TOA) is the basic radiative forcing of the climate system. Measuring its variability in space and time over the globe provides insight into the overall response of the system to this forcing. 

Satellite observations of the Earth Radiation Budget (ERB) have also provided important estimates of the cloud radiative forcing (CRF), a quantity that describes the role of clouds in climate. 

A key quantity is also the solar constant whose slow variation has impacted climate over long time scales.

Contributing baseline GCOS observations
Research missions in polar orbits to measure the broadband outgoing longwave radiative flux density (4 – 30 µm) and the broadband reflected solar radiative flux density (0.3 – 4 µm) have been flown over the last three decades.  Notably a climate record of those quantities is available since 1979. 

Research studies have demonstrated the value of the continuity of radiation budget observations as they revealed regional and larger scale radiative flux anomalies, related to e.g. volcanic eruptions and ENSO events. Those data also provide a basis for rigorous tests of climate simulation/prediction models.    

Other contributing observations

Narrowband radiance observations are used to estimate broadband fluxes. While these measurements are valuable, they are hampered by the fact that assumptions are being made concerning the correlation between narrowband and broadband. However, the value of those measurements is particularly high when made from geostationary orbit, thus resolving the diurnal cycle and complementing dedicated radiative flux measurements from polar orbit. The Geostationary Earth Radiation Budget experiment (GERB) on Meteosat Second Generation (Meteosat-8) even provides flux measurements from the geostationary orbit.     

Significant data management issues

Data are typically made available to the research community from archives in an off-line mode.  Delay in delivery can reach the order of a year.

Analysis products

Typically various levels of products are made available that satisfy the needs of the research community.

Current capability

The relevant measurement systems in space (broadband radiometers) and the pertinent data analysis have been improved continuously. For TOA fluxes improvements have been made in terms of treating spectral corrections and angular and temporal sampling problems in the data processing. Current broadband instruments (e.g. CERES on Terra and Aqua) reach absolute accuracy of the order of  +/‑ 1 W m-2. This is needed in order to observe and resolve potential decadal climate trend signals of the order 3 W m-2 .    

Issues and priorities

· Satellite observations of the ERB must be continued without interruption.  For the future, continuous measurements with high spectral resolution, and with adequate spatial and temporal resolution are needed.

· Since the climate signals to be observed are of the same magnitude as the accuracy of the observations, it is essential that instruments in orbit have an overlapping period which will improve the capability to resolve trends to about ( 0.2 W m-2 (tbc), which is the precision of the measurements.  This implies that any gap in the measurements should be avoided and at least one dedicated radiation budget mission should fly in a polar orbit at any point in time.

· The regional radiation budget undergoes strong diurnal cycles, especially at lower latitudes (convection) and over desert regions. The limited  temporal sampling with one polar satellite may lead to systematic errors, if the diurnal cycle is not accounted for. A blended product from dedicated ERB measurements on a polar satellite and geostationary imager  observations  might prove to be the best way to resolve the issue. The simultaneous measurements of broadband radiances (and inference of broadband fluxes) and spectral radiances from the GERB and SEVIRI instruments, respectively, on Meteosat Second Generation, will provide the basis to test this conjecture. 

· Another issue is that the outgoing longwave radiation is measured up to a wavelength of about 30 µm. This implies the relevant quantity is not completely measured. Research missions on far-IR would help to better understand implications. 

· Ideally the solar constant should be measured continuously with the TOA radiation budget. If, however, priorities need to be set a preference could be given to radiation budget measurements because the long term variations of the solar constant are fairly slow while the regional TOA radiation budget undergoes more rapid changes.

Variable: Carbon dioxide

Main climate application 

Carbon dioxide is the most important of the greenhouse gases emitted by anthropogenic activities.  The atmospheric build-up is caused mostly by the combustion of coal, oil, and natural gas, and reflects to a significant extent the cumulative anthropogenic emissions rather than the current rate of emissions due to its very long lifetime (up to thousands of years) in the atmosphere-ocean-terrestrial biosphere system.

Contributing baseline GCOS observations

There are about 100 surface sites at which regular high quality measurements of atmospheric carbon dioxide are made.  About two dozen laboratories in 15 countries are responsible for these measurements.  The majority of those participate in the Global Atmosphere Watch (GAW) Programme of the World Meteorological Organization.  At most of the sites discrete air samples are taken at weekly intervals, and they are analyzed not only for carbon dioxide, but also for a suite of other gaseous species and isotopic ratios.  At about 20 sites continuous in situ observations are made, in most cases in addition to the collection of discrete air samples.  At 15 sites two or more laboratories have co-located measurement programs, which is an important element of quality control.  Most laboratories calibrate their instruments with standard reference gases referred to a common calibration scale, the WMO Mole Fraction Scale, maintained by the NOAA/CMDL, or they employ standards referred to a national calibration scale.  
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Other contributing observations

Significant data management issues

Data are archived and distributed by the WMO World Data Centre for Greenhouse Gases (WDCGG) hosted by the Japanese Meteorological Agency (JMA) (see http://gaw.kishou.go.jp/wdcgg.html) and by the Carbon Dioxide Information Analysis Center (U.S. Dept. of Energy). 

Analysis products

Time series at individual measurement sites, time series of averages over large regions, and of the global mean.  Globalview-CO2 (see http://www.cmdl.noaa.gov/ccgg/globalview/) is the largest single collection of well-calibrated measurement time series, updated annually, and presented as a series of smoothed curves representing the measurements.  This product has been widely used by modellers of the carbon cycle, who infer time-varying sources and sinks of carbon dioxide and other gases from the observed concentration patterns using “inverse” calculations based on global atmospheric transport models.   
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Globalview-CO2 is a collection of smooth curves representing the time-series data collected at all sites on the map. Large circles, land-based surface sites; small circles, observations from commercial ships; large stars, vertical profiles from aircraft; small stars, high altitude transects from aircraft.

Current capability

High precision and accuracy of the measurements is necessary to derive significant information on the carbon budget expressed as sources and sinks of carbon dioxide.  Good programs typically achieve precision and accuracy of about 0.2 ppm (abundance uncertainty as mole fraction in parts per million) with the average abundance at about 370 ppm.  The WMO has set a goal of 0.1 ppm as desirable.   The globally averaged rate of increase of carbon dioxide and its variations are very well determined by the data.  Estimates of sources and sinks in major latitude zones can be made with a fairly high level of confidence (uncertainty of about 0.5 billion ton carbon/year) based on the observed latitude gradient of the carbon dioxide abundance in the atmosphere.  Partitioning of sources into major regions in the same latitudinal zone with any confidence has thus far proven elusive as atmospheric mixing in the east-west direction tends to be much more vigorous than in the north-south direction.   Major limitations are the sparseness of data and the fact that almost all data are ground-based.  The latter has severely hampered the improvement of model representations of vertical mixing and boundary layer processes.  The use of isotopic ratio measurements of carbon dioxide has enabled some partitioning of sources into terrestrial and oceanic.  Measurements of other species such as carbon monoxide, anthropogenic tracers, and oxygen/nitrogen ratios have added diagnostic power to the carbon dioxide measurements.

Issues and priorities
(
Primary emphasis on expanding the measurements in the vertical dimension.

(
Accelerated transport model development making use of observations in the vertical dimension.

(
Integration of atmospheric and oceanic data (incl. understanding air-sea gas exchange) and inventories of carbon reservoirs and emissions, which will enable, together with process studies, rapid improvements in understanding of the major processes driving the carbon dioxide abundance, and thus projections of future atmospheric levels.  

(
Adherence to calibration and measurement protocols to achieve 0.1 ppm uncertainty.

(
Improved data management and data availability.

(
Development of remote sensing methods to measure carbon dioxide, closely and continuously compared to accurate in situ measurements.
Variable: Methane and other long-lived greenhouse gases and halocarbons

Main climate application 

Methane (CH4) is the second most significant greenhouse gas, and its level has been increasing since the beginning of the 19th century. In addition to methane other long-lived greenhouse gases (GHGs) include nitrous oxide (N2O), chlorofluorocarbons (CFCs), hydrochlorofluorocarbons (HCFCs), hydrofluorocarbons (HFCs), sulphur hexafluoride (SF6), and perfluorocarbons (PFCs).  The current direct radiative forcing from CH4 is 20% of the total from all of the long-lived and globally mixed greenhouse gases and the other trace gases contribute another 20% of the changes in climate forcing since the start of the industrial revolution (IPCC, 2001).  The Kyoto Protocol of the Climate Convention includes future restrictions on the release of the following types of GHGs including CO2, CH4, N2O, HFCs, SF6, and PFCs.  The Montreal Protocol on Substances that Deplete the Ozone Layer includes mandatory restrictions on the production and consumption of the CFCs and HCFCs for individual countries that are also GHGs.  The above trace gas measurements are vital to international and national regulatory agencies, climate models, and scientists interested in atmospheric chemistry and transport.

Contributing baseline GCOS observations
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There exists three large global networks for the analysis of other non-CO2 GHGs and halocarbon trace gases in the atmosphere, one is the National Oceanic and Atmospheric Administration’s Climate Monitoring and Diagnostics Laboratory (NOAA/CMDL), the Advanced Global Atmospheric Gas Experiment (AGAGE), and the University of California at Irvine (UCI).   All global networks maintain an independent set of gas standards.  NOAA/CMDL has a flask-sampling network and a continuous monitoring network at selected stations.  AGAGE uses exclusively continuous monitoring instrumentation at all of their stations.   UCI collects flask samples once a season from stations located at high northern to high southern latitudes and analyzes the samples in their laboratory.  There are other stations that are operated independently from the large global network, however most have compared their measurements to at least one of the global networks.  Most networks and stations are encouraged to submit their data to the World Meteorological Organization’s (WMO) World Data Centre for Greenhouse Gases (WDCGG).

Other contributing observations

There exist some satellite measurements of N2O, CFC-12, and HCFC-22 over a few years period.  There are vertical profiles of many of these gases from aircraft and balloon platforms in the upper troposphere and lower stratosphere that span the last decade.  Tropospheric vertical profile data in the first four kilometres are very limited.


Significant data management issues

Data are updated approximately once every 6-12 months at the web sites of the NOAA/CMDL and AGAGE global networks.   Data also are archived with less regularity at the WMO Global Atmosphere Watch’s (GAW) World Data Centre for Greenhouse Gases (WDCGG) and Carbon Dioxide Data and Information Analysis Centre (CDIAC). 

Analysis products

There are mixing ratios, trends, and some vertical profile products.  Much of this data has been reported in WMO Scientific Assessments of Ozone Depletion and the IPCC reports.

Current capability

Data are available for many NOAA/CMDL and AGAGE sites within 6-12 months after collection.  Other data sets are updated less frequently.   Real-time data are not available because all of the global networks reanalyze on-site standards after use for the detection of any possible drift.   Data on lower concentration halocarbons (methyl halides, chlorinated solvents, etc.) are limited at this time because of uncertainties on their calibration.   Calibration differences for the three global datasets are on the order of 1-2% for CFC-11 and CFC-12, and slightly lower for CFC-113. The calibration differences between the three global networks for carbon tetrachloride (CCl4) and methyl chloroform (CH3CCl3) are currently 3-4% and <3%, respectively. Within all measurement programs (global and individual station), HCFCs and HFCs concentrations agree to 5% or better depending on the trace gas.   The agreement of atmospheric N2O and SF6 are better than < 1%, and <2%, respectively.  There are relatively few measurements of the PFCs to establish a comparison (see Montzka et al., (2002) for recent review of intercomparisons).

Issues and Priorities

· There is no one central clearinghouse or organized network to make a consistent data set with traceable stable gas standards available in real-time.   The WMO Global Atmospheric Watch (GAW) could include more stations (e.g. American Samoa and Trinidad Head California are not included) and take a leadership role in acting as a promoter of common standards, research for new containers and storage materials, and lead intercomparisons.  The objectives of GAW are to provide reliable long-term observations of the chemical composition of the atmosphere and related parameters in order to improve our understanding of atmospheric chemistry, and to organize assessments in support of formulating environmental policy.

· The differences between calibration standards remain a major issue that prevents modellers from using a combined global dataset.   Over the past few years, members of the two largest global networks (AGAGE and NOAA/CMDL) get together once every six months to resolve individual trace gas standard and measurement problems.  The gap between methyl chloroform measurements has been reduced from 8% to 2.5%. 

· There are very few stations within continental regions, because the original purpose of these networks were to measure these trace gases’ background levels in marine air masses.  Tower stations (Harvard Forest, Massachusetts; WITN, Wisconsin) and stations influenced partially by continental sources (Niwot Ridge, Colorado; Mace Head, Ireland, etc.) have provided useful regional information on the emissions.

· There is a real need to increase the number of vertical profiles of these measurements from airborne platforms.  Such measurements would help to resolve the differences of more than a factor of two in the latitudinal distributions that climate models predict for CO2 and SF6.

· Resources are needed to make standards and improve their storage containers.  More stable standard cylinders that are certified by a government agency (e.g. U.S. DoT) for shipping to field stations are needed.  Progress has been made, but there exists a two-year lead-time between orders and shipment of product.    Glass and fused silica lined vessels are promising but lack certification for shipping at higher pressures.
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Variable: Ozone

Main climate application 

Ozone is the most important radiatively active trace gas in the stratosphere and determines the vertical temperature profile. The ozone layer protects the earth's surface from harmful levels of UV-radiation. Since the 1960s stratospheric ozone has been monitored in situ by wet-chemical ozone sondes, and remotely by ground based spectrometers. Since the late 1970s and 1980s, ozone has also been monitored by optical and microwave techniques from various satellites and ground based stations. Ozone has been declining in the upper and lower stratosphere over the last decades, largely due to anthropogenic chlorine.

Contributing baseline GCOS observations
None

Other contributing observations
Measurements with wet-chemical ozone-radiosondes provide the longest records of ozone vertical profiles from the ground to approximately 30 km altitude. At a few stations these measurements were begun in the late 1960s. Sondes are an all-weather-system delivering regular ozone profiles. For many years they have been the only data source in the free troposphere and lower-most stratosphere. Individual sonde profiles have an accuracy of around 5% in the stratosphere, if normalized e.g. by a Dobson Spectrometer.  Presently about 30 stations perform weekly or more frequent launches and are part of the Global Ozone Observing System (GO3OS), which since 1989 has been part of the WMO Global Atmosphere Watch (GAW) system.  Although there has been substantial progress in the Southern Hemisphere subtropics the in-situ measurements are not well distributed and there are too few systematic measurements of the vertical profile from sondes. The SHADOZ (Southern Hemisphere ADditional OZonesondes) network is designed to remedy this discrepancy, by coordinating launches, supplying additional sondes in some cases, and by providing a central archive location. 
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Global ozone sonde network in 2003.
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Column ozone network in 2003.

Ozone-lidars are an ideal complement to balloon soundings since they cover the stratosphere up to approximately 50 km. At these altitudes the strongest ozone depletion by halocarbons is observed. The lidar technique is inherently self-calibrating and data quality is generally high. About 10 stations (see table) perform lidar measurements of the ozone vertical profile. These measurements are restricted to clear sky conditions, i. e. they are irregular. Accuracy of a single lidar measurement is around 2% between 20 and 35 km, decreasing to around 10% at 45 km.

	Station
	Latitude
	Longitude

	Ny Alesund
	78.9 N
	11.9 E

	Andoya
	69.3 N
	16.0 E

	Hohenpeissenberg
	47.8 N
	11.0 E

	Toronto
	44.8 N
	79.5 W

	Haute Provence
	43.9 N
	  5.7 E

	Tsukuba
	36.1 N
	140.1 E

	Table Mountain
	34.4 N
	117.7 W

	Mauna Loa
	19.5 N
	155.6 W

	Lauder
	40.0 S
	169.7 E

	Dumont d'Urville
	66.7 S
	140.0 E


Lidar stations measuring stratospheric ozone profiles on an ongoing basis.

Sonde, lidar and other ground based data provide long single-station records and are also very important for ground truthing and long-term validation of the various satellite observations. 
Significant data management issues
Data are submitted at irregular intervals to the World Ozone and UV Data Center (WOUDC, Canada) and Network for the Detection of Stratospheric Change (NDSC, USA) archive. Most stations additionally report their profiles in near real time to NILU (Norway) for campaigns or for ozone data assimilation into numerical weather forecasts. Long-term consistency of the records at the data centres is not guaranteed.

WMO World Ozone and Ultraviolet Radiation Data Centre (WOUDC) 

http://www.msc-smc.ec.gc.ca/woudc/.  This is the most comprehensive data base for ozone sondes. Nearly all stations are represented in the archive, some with over 35 years of continuous data (see figure below). Data sets include vertical profile data from ozonesonde flights, lidar measurements, total column ozone, surface ozone and the Umkehr technique. Data are checked for plausibility before archiving. Only a few of the long-term data sets are revised and there are inconsistencies in the records. Metadata and revision reports are available.
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Ozone sounding stations with substantial amounts of data in the WOUDC. Dark bars mark the period of data availability, light bars the average sounding frequency.

Network for Detection of Stratospheric Change (NDSC) 

http://www.ndsc.ncep.noaa.gov/.  Data submission is typically once per year. Most of the lidar stations report their data to this data base. Data records typically comprise the past 10-15 years. Annual station reports are available.

Norwegian Institute for Air Research (NILU) 

http://www.nilu.no/projects/nadir/.  Some Lidar- and ozonesonde-stations submit their data shortly after the measurement, for campaign and validation purposes, and for assimilation in forecast models. Data are sometimes very preliminary. 

Southern Hemisphere ADditional Ozonesondes (SHADOZ)

http://croc.gsfc.nasa.gov/shadoz/.  Data archive available covering the 11 participating SHADOZ sites.

Analysis products

A variety of products taken from ozonesonde and lidar observations, such as trend analyses, climatologies, time series, statistics on extremes, validation studies are available from the stations directly or from the institutions which maintain the station. The centres also provide products such as ozone maps.

Current capability

Sondes and practices have evolved over the last decades and a variety of WMO-intercomparisons have been held to address these issues. Many ozone observing instruments have been validated within the framework of the NDSC. A comprehensive summary of the different intercomparisons and of the quality of existing data from the different instruments/stations is currently lacking. Nevertheless, validation and combination of the different systems has given the overall ability to reliably detect ozone trends of the order of a few percent per decade .

A series of assessments (WMO, SPARC) have addressed scientific aspects of observed ozone trends as well as data quality issues. (See http://www.wmo.ch/web/arep/ozone.html, http://www.aero.jussieu.fr/~sparc/SPARCReport1/index.html).

Issues and priorities
· Consistent operation of existing observing systems is necessary to detect the eventual recovery of the ozone layer, not expected before 2020.

· New satellite instruments were started recently and will give a substantial increase in data coverage. However, long-term validation and consistency of these instruments needs to be ascertained.

· There is a need for improved distribution and calibration of ground-based observations to support the use of satellite data for global monitoring of ozone.

· Existing multiple data centres should be better integrated. Data should be the same at all centres. Data quality and consistency, as well as ease of use (different data formats, web-interface, quick-look capability, etc.) should be improved.

· A strategy to correct existing records for known breaks and changes should be developed and carried through.

· Current stations have a high density at northern mid-latitudes and in polar regions. There are very few stations in the tropics, or in the Southern Hemisphere.

Variable: Aerosols

Main climate application

Atmospheric aerosols are minor constituents of the atmosphere by mass, but a critical component in terms of impacts on the climate and especially climate changes. Aerosols influence the global radiation balance by directly scattering solar radiation and indirectly through influencing cloud reflectivity, cloud cover and cloud lifetime.  

Tropospheric aerosols either originate directly from the surface (sea salt from the oceans, or dust smoke and soot from the continents) or are formed in the atmosphere as a result of complex (photo)chemical processes and reactions between gaseous constituents that themselves originated from the surface (DMS over the oceans, sulphur and nitrogen oxides over the continents).  Anthropogenic aerosol influences are considered to have a negative radiative forcing, which on a regional basis may be equal to or greater than the warming associated with greenhouse gases.  The IPCC identified anthropogenic aerosols as the most uncertain climate forcing constituent.

The source of most stratospheric aerosols is volcanic eruptions that are strong enough to inject SO2 into the stratosphere.  Sources of non-volcanic stratospheric aerosols include carbonyl sulphide (OCS) from oceans, low level SO2 emissions from volcanoes of the Kilauea-type, and various anthropogenic sources, including industrial and perhaps aircraft operations.  Measurements of surface and upper-air temperature following the June 1991 eruption of Mt. Pinatubo showed  a cooling in globally averaged temperatures at the surface and warming in the stratosphere that lasted for about 2 years.  Stratospheric aerosols also provide surfaces on which chemical reactions can occur.  The loss of ozone in the lower stratosphere due to heterogeneous chemistry on aerosols or polar stratospheric clouds (PSCs) will cool the Earth’s surface and, therefore, is a negative forcer.  The change in cirrus cloud amounts, particle size, and/or lifetime, also have important radiative effects on climate.

Contributing baseline GCOS observations
Aerosol measurements are component for Global Atmospheric Watch (GAW) baseline stations and contribute to the Integrated Global Atmospheric Chemistry Observation (IGACO) theme (whose main purpose is to promote closer co-operation between the space and ground-based measuring communities for atmospheric chemistry).  The objective of the GAW aerosol programme is “to determine the spatio‑temporal distribution of aerosol properties related to climate forcing and air quality up to multi-decadal time scales”.  The measurement sites are required to represent the major geographical regions, and to address mainly global climate issues.  These regimes include clean and polluted continental, polar, marine, dust‑impacted, biomass burning and free‑tropospheric locations.  However, chemical composition data or data on precursor species are not readily available for most of these sites and in many cases are not monitored at these locations. 

Other contributing observations    

Limited networks of sun photometers (e.g. AERONET) have collected relevant observations from which aerosol amounts and properties can be derived. Astronomical observations at night constitute the only long-term recorded archive of atmospheric turbidity, although the latter cannot be directly converted into precise characterizations of aerosol properties and density distributions.

Limited aerosol chemical composition data are available from regional monitoring networks established to deal with acidification issues and from sites operated as part of research programmes.  Some regional monitoring sites are GAW regional sites.  Regional monitoring networks are largely in mature industrial regions, in North America (e.g. CAPMON, IMPROVE) and in Europe (EMEP).  The range of data available from these networks is also limited, e.g., historically only total sulphate levels were determined at EMEP sites.   The various continental programmes such as the co-operative programme for monitoring and evaluation of the long-range transmission of air pollutants in Europe (EMEP) and the North American Research Strategy for Tropospheric Ozone (NARSTO) have great potential for complementary contributions to GCOS.  

Research orientated sites largely operate as single sites.  In the absence of regular inter-comparisons of sampling and analysis methods, which is typically the case, integration of data from these sites is problematic. Research networks such as; AEROCE and ACE-2 Longterm in the North Atlantic, operated by the University of Miami (UM) and the Environment Institute (EI), Joint Research Centre (JRC), Ispra, Italy, respectively and the UM DOE network in the Pacific Ocean, are valuable and unique sources for aerosol chemical composition data for these regions.  However, these sites have largely been closed down during the late 1990s. 

There are approximately 5 lidar sites in the Northern Hemisphere, that have been making routine laser backscatter measurements of stratospheric aerosols, two stations’ measurements date back to the early 1970s. Also, there are a few sites in the Southern Hemisphere. None, however, are in the tropics.  These data are available from (see the Lidar Users Directory) http://iclas.hamptonu.edu.  In addition, the University of Wyoming has made routine balloon-borne in‑situ measurements of stratospheric aerosols in a few size ranges since the early 1970s.  

There has been a series of satellite experiments that have made and are still making measurements of stratospheric aerosols on a global basis.  The series started with the Stratospheric Aerosol Measurement (SAM)-II instrument launched in 1978, followed by the Stratospheric Aerosol and Gas Experiment (SAGE)-I in 1979, II in 1984 (still operating), and III in 2001.  The technique used by all these experiments for aerosol measurements is solar occultation. The data for these experiments reside at the NASA Atmospheric Science Data Center at NASA Langley Research Center, and are available to the community.  Significant campaigns and world-wide measurements have been used to validate these data. The world-wide validation data are available at the Langley archive or from the individual investigators.

Significant data management issues
The GAW aerosol programme deals with a wide variety of global issues that are quite different from those that concern classical meteorology.  Observations of chemical composition require additional sophistication in measuring techniques including awareness of data quality.  A number of calibration centres are directly related to the aerosol issue.  A World Calibration Centre for Physical Aerosol Parameters has recently been established at the Institute for Tropospheric Research, Leipzig Germany, a World Calibration Center for Chemical Aerosol Parameters remains to be assigned.  The World Optical Depth Research and Calibration Centre (WORCC), at Physikalisch-Meteorologisches Observatorium, Davos, Switzerland, is responsible for the precision filter radiometer (PFR) measurements of aerosol optical depth within GAW, see http://www.pmodwrc.ch/.

The establishment of the World Data Centre for Aerosols (WDCA) at the Joint Research Centre (JRC), European Commission, Ispra, Italy, see http://www.ei.jrc.it/wdca/, has provided a central archive for research data and a portal to regional monitoring network archives.  However, confident integration of global data on specific aerosol compositional parameters, e.g. sulphate, may not be possible due to the absence of metadata on operational and analysis procedures as well as ongoing inter-comparisons/validation exercises. This is also the situation for regional monitoring networks.  Publication sensitivities can make data access difficult for research sites and research projects.  No global infrastructure exists to facilitate the necessary access and transfer processes, although a GAW information system (GAWSIS) has been established where station data and measured parameters can be found, see http://www.empa.ch/gaw/gawsis.

Analysis products
Climatologies of aerosol properties, and in particular time histories of these characteristics, are useful to document changes in climate, as well as to evaluate possible causal links with specific effects. Aerosol properties and distributions are also useful for atmospheric chemistry studies and impact assessments.

To date standard products for GAW sites are very limited.  The WDCA produces time series data that have been subject to QC analysis. These include time series for individual stations as well as regional averages; indices of trends, means, and seasonal cycles. Monitoring networks produce statistical and trend data. 
Current Capability 

Very few stations having a strong link to aerosol research groups are performing more than half of the measurements listed above, and none of them perform the full suite of measurements. Globally the current observational capacity is severely limited and significantly reduced by comparison with earlier decades.  This is largely due to the closure of research sites operated in remote areas and maritime locations. There is an urgent need to re-establish key sites and develop new sites that will provide data for remote and developing areas.  The GAW network needs to be expanded to meet global aerosol measurement requirements.   

The estimation of aerosol amount from satellite data is rather well understood over oceanic surfaces, in large part due to the relative simplicity and homogeneity of the underlying dark sea surface. Similar approaches have been proposed to derive their properties over dense dark vegetated surfaces. However, the characterization of aerosols over bright land areas is generally complex and fraught with difficulties, because the corresponding inversion problem is particularly ill conditioned. Significant attempts to document the spatial and temporal distributions of aerosol properties are underway under the leadership of space agencies. 
Issues and priorities
· The full characterization of the properties and distribution, in space and time, of atmospheric aerosols has been identified as one of the top priorities in all climate and global change reviews. This goal will only be achieved through the combined use of advanced observational techniques (in particular multidirectional, multispectral and polarimetric approaches) and state of the art models.  Efforts are required to evolve GAW into a three-dimensional global observation network through the integration of surface-based, aircraft, satellite and other remote sensing observations.

· There is essentially no global network of aerosol composition measurement sites.  This situation is not satisfactory and needs to be dealt with urgently through the development of a coherent global monitoring network.  Current measurements carried out in Europe and the North America have adequacy problems in relation to the distribution of sites, inter-comparability of methodologies and the range of ancillary data available for analysis.  However, the dearth of observations for regions outside of Europe and North America is a priority issue.  Measurement sites are urgently required in; developing regions, remote regions and high altitude locations. Measurements of precursor species SO2, NO2 and NH3 should also be carried out at sites at which levels of these species are likely to be significant.  Aerosol physical measurements should be co-located with these measurements.

· Aerosols are notoriously difficult to repetitively characterize over large areas. Reasons include the wide diversity in chemical composition, size and shape of the particles, great variability in spatial and temporal distributions, as well as difficulties of distinguishing their radiative effects from those of underlying surface elements over bright surfaces.  Serious attempts are currently underway to remedy this situation, but more efforts should be made to benchmark the emerging products and assess their reliability.

· Space Agencies should be strongly encouraged to further develop new techniques and operationally exploit advances that have been made in recent years.  Scientific approaches and state of the art algorithms that aim at characterizing both the atmospheric aerosols and the underlying surface should be encouraged and promoted for operational implementation.
· An infrastructure to facilitate data transfer processes and data access is required so that standard format datasets, which have been subject to QA/QC procedures, would be readily accessible.

References

Andrea M. and Crutzen P., Atmospheric Aerosols; Biogeochemical Sources and Role in Atmospheric Chemistry, Science, 276, 1052-1058, (1997)

Kahn, R., P. Banerjee, D. McDonald, and J. Martonchik (2001) ‘Aerosol properties derived from aircraft multi-angle imaging over Monterey Bay’, Journal of Geophysical Research, 106, 11977-11995.

Martonchik, J. et al. (2002) ‘Regional Aerosol Retrieval Results from MISR’, IEEE Transactions on Geoscience and Remote Sensing, MISR Special Issue, in print.

Martonchik, J. V., D. J. Diner, R. A. Kahn, T. P. Ackerman, M. M. Verstraete, R. B. Myneni, B. Pinty, and H. R. Gordon (1998)  'Techniques for the Retrieval of Aerosol Properties Over Land and Ocean Using Multi-Angle Imaging', IEEE Transactions on Geoscience and Remote Sensing, 36, 1212-1227.

Variable: Sea surface temperature (SST)

Main climate application

Together with air temperature over land, SST is the most important variable for determining the state of the climate system.  It is a key variable for detection of climate change and assessing the relative importance of anthropogenic and natural influences.

Contributing baseline GCOS observations

No specific GCOS baseline system. 

Other contributing observations

The GOOS has a global integrated SST observing system, involving in situ data from surface drifting buoys, marine vessel and platform reports and surface moorings.  Near-global coverage of SST is provided by operational satellite sensors,  Deployment of systems and monitoring of data is co-ordinated by subgroups of the JCOMM.

Significant data management issues

Many data are reported in real time over the GTS, via Inmarsat and Service Argos, other data come in with time delay for research and in support of reanalysis.  Real time data are quality controlled at the operational meteorology centres.  Delayed mode data are quality controlled by research groups like the Met Office's Hadley Centre and the I-COADS project team.  Periodic updates of I-COADS are made available to all interested parties.

Analysis Products

Global gridded fields via objective analysis and data synthesis are produced by many global operational meteorology centres.  Coverage is typically every 5-7 days on a 2 degree lat/long grid.  Indices of trends, means, seasonal cycles, extreme events and sea ice edge are evaluated by a number of groups.  GCOS/GOOS have set up a Working Group to evaluate differences in operational and research SST products, and to make recommendations concerning data needs, data processing procedures and changes in operational product generation.

Current Capability

Global but sparse in situ data exist back into the mid-19th century.  Generally decent coverage of the northern hemisphere middle-latitudes exists over the past 50 years.  Tropical Pacific coverage is good since deployment of the ENSO observing system (moorings) in the mid-1980s.  Southern hemisphere coverage is very sparse.  Reports from Voluntary Observing Ships (VOS) have provided most of the historical record, but suffer from biases and large levels of noise.  Adjustment of the historical record, to minimize the effects of bias changes resulting from changes in observing technique has been implemented.  Many of the other data sources are funded via research program sources, with uncertain futures.

IR Satellite data are essential for global coverage, but accuracy requires cloud and aerosol-free atmospheric conditions.  In regions with persistent clouds and/or significant aerosol events coverage remains inadequate.  Many regions of the tropics, areas with marine stratus decks and regions of significant deep convection and/or seasonal storminess fall into this category.  The utility of these data for climate is compromised by operational and environmental factors (clouds, aerosol) and the skin temperature sensed remotely is different from the near-surface (bulk) temperature that comprises the historical record.

Production of climate quality global gridded products requires both satellite and in situ data.  In situ information is absolutely necessary to maintain the homogeneity of the products.  Intercomparison of present global SST analyses indicates that significant regional differences exist, relative to the size of expected regional climate variability and change.  Climate change attribution requires improved regional SST analysis skill in global products.

Present capability is marginal, it is probably adequate for global averages but inadequate for regional changes in all areas of the globe.  Particularly problematic in the Southern Hemisphere, regions of persistent cloudiness and regions not frequented by marine vessels. 

Issues and priorities
· Observations from moorings provide the highest quality data and are the only source of data adequate for the detection of small long-term trends.

· Surface drifting buoys have become a key component of the in situ data set and the network of drifting buoys should be expanded globally, and adopted by GCOS as a baseline network and for satellite calibration.  This would require about 50% more surface drifters than have been typically at sea.  Enhancement of the array is particularly important in cloudy regions not frequented by marine vessels.  The Argo profilers (see upper ocean temperature) will provide some supplementary near-surface data.

· The VOSClim project, for which support is required, is being implemented by JCOMM to improve the quality of VOS data, initially from about 200 vessels, but with the potential for future expansion to a larger fraction of the VOS fleet. Wider use of hull contact sensors is recommended since these give higher quality data compared to Engine Room Intake thermometers or bucket measurements.

· Microwave SST observations from satellites show great promise as a data source in cloudy regions, but there is no operational microwave SST satellite system at present.  

· Continuing examination of the differences in operational and research SST global products, and improvement in the techniques used to make them, is needed.

· On a pilot project basis, a composite global high resolution SST product will be created under GODAE program sponsorship, with the goal of providing daily coverage on a roughly 7 km grid.

· Data archaeology remains useful and should be supported, many historical marine logbooks still have not been collected and digitized.

Variable: Sea surface salinity

Main climate application

Sea surface salinity (SSS) is important because it provides insight into changes in the planetary hydrological cycle, influences upper ocean mixing (of heat and gases) and, in some regions, controls the formation of intermediate, deep and bottom waters.  It is especially important in the western equatorial Pacific with regard to ENSO modelling and prediction, and at high latitudes.

Contributing baseline GCOS observations

At present climate-accuracy SSS measurements are obtained primarily through hydrographic surveys, and from some of the VOS.  Historically, SSS has been measured by collecting salinity samples from surface bucket observations or from engine room intakes.  Presently SSS data is collected by thermosalinographs attached to engine room intakes or other sea water supply lines on research vessels or VOS.  Autonomous technology has been used on VOS and moorings, but accuracy between calibrations remains a challenge.

Other contributing observations

The profiling floats of the Argo array contribute near surface salinities as do normal CTD profiles.  Some surface drifters and surface moorings have been equipped with salinity sensors, however biological fouling is a significant issue.

Microwave sensing of large amplitude SSS variability has been proven in concept, and several research satellite missions (e.g. SMOS and Aquarius) are planned in the next decade.

Significant data management issues

Deep-sea CTD profiles generally begin at a depth of several metres.  Surface salinity is often measured on the up trace but CTD up traces are seldom processed, exchanged or archived.  Could get more surface salinity data if the hydrographic community extracted it from their CTD data and submitted it to the appropriate data centre.

Analysis products

Climatological products have been produced.  WOCE and now Argo produce annual maps of where sea surface salinity data was collected.  Salinity products are all also starting to be generated routinely from ocean state estimation models.

Current capability

Existing observing system of profiling floats, thermosalinographs and hydrography provides a sparse global coverage with best, but still inadequate, coverage in the North Atlantic and Pacific oceans. 

Issues and priorities
· At present global knowledge of SSS is not adequate,  improvement in SSS analysis accuracy is limited by available technology.

· A global satellite system is needed to provide surface salinity at a time/space appropriate to its principal scales of variability.  New satellite sensors are promising for improved global coverage, although special in situ observations will be needed to evaluate sustained sensor performance. 

Variable: Sea level

Main climate application

Sea-level rise, including the changing frequency and intensity of extreme events, is one of the main impacts of anthropogenic climate change and is particularly important to all low-lying land regions including many small-island states.  Changes in sea level are a significant parameter in the detection and attribution of climate change and an indicator of our ability to model the climate system adequately.  Sea level is also an indicator of ocean circulation and is an important component in initializing ocean models for seasonal-to-interannual and possibly decadal climate prediction.  

Contributing baseline GCOS observations

Global sea level-rise can only be directly measured with sufficient accuracy using satellite altimeters of the highest quality (at least the accuracy of the Jason and TOPEX/POSEIDON satellite missions) in exact repeat orbits, with supporting in situ observations.  

It is critical to have in situ observations to complement the satellite observations.  The most important in situ sea level observations for detecting sea-level rise and any change in the rate of rise are the long records (some one or two centuries long) mostly contained in the Permanent Service for Mean Sea Level (PSMSL) data base.  The Global Sea Level Observing System (GLOSS) programme aims to improve the quantity and quality of data delivered to the PSMSL.  GLOSS is administered by the Joint WMO/IOC Technical Commission for Oceanography and Marine Meteorology (JCOMM).  

GLOSS consists of four main overlapping components: the GLOSS Core Network (GCN) of about 300 tide gauges world-wide which serves as a baseline network around which regional densification can take place; the GLOSS Long Term Trends set which is based on the PSMSL sites with long records; the GLOSS Altimeter set essential for the calibration of satellite altimeters; and the GLOSS Ocean Circulation set for ongoing monitoring aspects of ocean circulation not accessible by satellite altimeters (e.g. straits, parts of the Southern Ocean, western boundary currents).  

Separation of sea-level change and land motions can be accomplished by monitoring of tide gauge benchmarks using Global Position System receivers or by Absolute Gravity and Doppler Orbitography by Radiopositioning Integrated by Satellite (DORIS), but is currently implemented at only a small subset of the global gauges.
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Location of tide gauges in the GLOSS core network.  Symbols indicate the status of gauges:  Category 1: 'Operational' stations for which the latest data is 1998 or later; Category 2: 'Probably operational' stations for which the latest data is within the period 1988-1997; Category 3: 'Historical' stations for which the latest data is earlier than 1988; Category 4: For which no PSMSL data exist.

Other contributing observations

At least one additional satellite altimeter (potentially including swath altimeters) is required for observing the ocean mesoscale variability and near coastal applications.  

Regional and national tide gauge networks are used for local operational applications (including storm surge and tsunami warning) and are important for determining the regional impact of sea-level change.  Gauges are also needed for a wide range of coastal engineering and harbour operations.  

Archaeological markers and palaeoclimate data of various types provide important information on sea-level change prior to historical records.  

Significant data management issues

Sea-level data are archived at the PSMSL (http://www.pol.ac.uk/psmsl/) and the University of Hawaii Sea Level Center.  Regional and national data centres also have an important role in sea level archiving.  Since the volume of sea-level data is small compared to other data sets, it is easily accessible over the world wide web.  GPS and other geodetic data from tide gauges are co-ordinated at present through the a joint project of PSMSL/IGS/IAG/IAPSO/GLOSS.  

Satellite altimeter data is freely available from the USA and French satellite agencies (NASA and CNES).  

Analysis products

Near global maps of sea level using satellite altimeter data are produced every 10 days (and have been since the early 1990s).  Near global maps of sea-level rise using satellite altimeter data are produced regularly.  

Tide gauges are used to estimate decadal trends in local relative sea level change and absolute sea level change at locations where GPS receivers are installed.  

Tide gauges are used to compute extreme levels for coastal engineering and for evaluation of ‘risk’ associated with changing sea levels.  Products expected to be available in the near future include estimates of the frequency/intensity of extreme events.  

Current capability

Present knowledge of global sea-level variability and change is not adequate. Estimates of global averaged sea level (over a 10 day period) from satellite altimeter data have a precision of about 5 mm.  Available information on satellite biases and vertical movement of tide-gauges limits the accuracy of estimates of global averaged sea-level rise since 1992 to of order 0.5 of a mm/yr.  20th century estimates of global averaged sea level change range between 1 and 2 mm/yr because of few long tide gauge records, the poor spatial distribution of the historical tide gauge sites and lack of sufficient information on vertical land motion at tide gauge sites.  

Issues and priorities

· Enhancement of the in situ network through installation of continuous GPS receivers at selected tide gauge locations and measurement of atmospheric pressure.
· Understanding and projecting the risk from regional extreme sea level events requires that sea-level observations be freely exchanged and provided to the international data centres.  This should include submission of monthly mean sea level and hourly sea-level data to the sea-level data archiving centres and submission of historical data including digitization of data currently available only on paper charts etc.  

· Upgrade and completion of the in situ tide gauge network, especially in Africa and other data-sparse areas, and to ensure the provision of 'fast' (real time) data for operational oceanography in addition to the 'delayed product' most usually available so far.  

· Continuity of satellite altimeter sea-level measurements of the highest quality (at least to the accuracy of the Jason and TOPEX/POSEIDON satellite missions) to allow analysis of open ocean sea level and ocean gyre changes, and the necessary in situ gauges required for calibration.    

Variable: Sea state

Main climate application

In mid-latitudes wave height is an indicator of storm track and strength. The distribution of long period swell also reflects the maximum windspeed (and fetch and duration) in the generating storms. Changes in wave climate reflect changes in the atmospheric circulation.  Waves also play a dynamic role in the climate system, influencing air-sea interaction, albedo and mass exchange across the air-sea interface.

Contributing baseline GCOS observations

Wave height and upcrossing or peak period are measured at around 50 moored buoys, all of which report via the GTS.  A small number of moored buoys also measure the wave energy spectrum giving full detail of the directional and frequency distribution of wave energy. Visual observations are made by ships of the Voluntary Observing Fleet. 

Other contributing observations

Observations of significant wave height and 10 m windspeed from satellite altimeter (notably TOPEX-POSEIDON, ERS1, ERS2, Jason, ENVISAT) require careful calibration against in-situ instrumented observations but provide a multi-year dataset with global coverage under the satellite tracks in the open ocean.  These instruments are not designated 'operational'.  Satellite observations of the wave energy spectrum from Synthetic Aperture Radar require post-processing to derive the wave energy spectrum and this still is under development with calibration against available in-situ observations of the wave energy spectrum.  The pressure gauges of GLOSS where located in shallow (<200 m) water can also give estimates of the wave frequency spectrum.  There are a small number of coastal HF radar sites, but these are not yet used for routine monitoring.  Monitoring wave climate in coastal waters requires both 'offshore' and 'nearshore' observation, e.g. the planned UK WAVENET monitoring network.

Significant data management issues

Many of the in-situ data are reported over the GTS.  The existing network of wave observations from operational meteorological moored buoys provide valuable time-series measurements.  Fast delivery products from satellite altimeter are usually made available, along with delayed mode.  However these instruments are not classed as "operational". 

Analysis products

Various commercial companies produce wave climatologies for design consultancy based on satellite data.  Altimeter and SAR wave data can be assimilated into global wave models (e.g. at ECMWF). Archives of global wave model fields at (e.g. 6 hourly intervals) can be used to generate synthetic climatologies for design consultancy.

Current capability

Sparse coverage of in-situ instrumented observations. Very limited number of locations of in-situ observations of wave energy spectrum.  Not all operational moored buoys carry wave sensors (e.g. TAO, TRITON, PIRATA).  Satellite altimetry: Topex/Poseidon, Jason, ERS-2, ENVISAT.

Issues and priorities

· Need to maintain programme of satellite altimetry with wave measurements.  

· Need continued development of retrieval of wave energy spectrum from SAR with calibration against in-situ observations.  

· Colocated observations of wave height and windspeed are required.  

· Add wave sensors to all operational moored buoys.

Variable: Sea ice

Main climate application

Sea ice extent and concentration play a major role in ice albedo feedback, energy and moisture fluxes between the ocean and atmosphere, and in the temperature and salinity of high latitude oceans.  Ice volume is an important component of high latitude heat and fresh water budgets.  Ice volume estimates require estimates of ice thickness in combination with ice concentrations.  Snow cover over sea ice is an important climate parameter when modelling the exchanges of heat between ocean–ice and atmosphere, and the biological productivity below and in the ice that drives the high latitude marine ecosystems.  Ice surface temperature can be determined from infrared radiance data for cloudless sky conditions and a record is available from the National Snow and Ice Data center (NSIDC) through the Polar Pathfinder progam (see http://nsidc.org/daac/pathfinder/index.html).  Ice motion can be determined from drifting buoys and mapped from visible, passive and active microwave data.  The information is important for modeling sea ice and validating coupled ocean-atmosphere GCMs.  Ice concentrations by ice type are determined by the operational sea ice agencies.  These can be used to provide rough estimates of ice volume. 

Contributing baseline GCOS observations

None

Other contributing observations

The primary global observations of ice extent, concentration and type come from satellite passive microwave data as well as visible and infrared imagery.  The global passive microwave radiation (PMR) records extend from 1973 for ice extent and 1978 for ice concentration; there are intercalibration issues between satellites due to use of different frequencies and orbital characteristics. The full range of products is documented at http://nsidc.org/data/seaice/data.html.  Various groups have developed slightly different algorithms for determining ice concentration from PMR data; a guide to these is available at http://nsidc.org/data/seaice/.

An advanced microwave scanning system has been introduced on the latest NOAA satellites with slightly different frequency bands.  These new sensors will increase the density and frequency of the coverage but bring new intercalibration issues.  Since January 2001 the MODIS instruments on Terra and Aqua satellites have provided daily 1-km sea ice products.  They are distributed via NSIDC, see http://nsidc.org/data/seaice/data.html#mod29p1dd.

Satellite (RADARSAT) and airborne SAR and aircraft reconnaissance contribute a great deal to regional charts and analysis of ice concentration and type.  Historical records based on aircraft, ship and shoreline observations extend back more than 100 years.  Satellite scatterometers such as QuikScat provide ice concentration information.  

There are a limited number of ice thickness stations in near shore locations on shore fast ice, by drifting Arctic ice camps and by aircraft surveys of the Arctic Pack.  Ice draft measurements have been made in the Arctic Ocean by military and scientific submarine cruises since 1958.  Publicly available data span 1978-1997, but the seasonal and spatial coverage is uneven and not all of these data have yet been released; see http://nsidc.org/data/g01360.html.  

Currently, there are a few moored upward looking sonar (ULS) systems collecting time series records of ice draft at selected Arctic and Antarctic locations.  The International Antarctic Ice Thickness Programme (AnSITP) of WCRP has released data for the Weddell Sea for 1990-98.  Arctic ULS data will be available in 2004, see http://www.awi-bremerhaven.de/Research/IntCoop/Oce/ansitp.html.  A few autonomous ice drifters have measured ice thickness.  Instrumentation to measure ice and snow thickness from low flying helicopters has been used in ice dynamics experiments and for local ice breaking operations.  Assessments of sea ice thickness and ice mass over multi-annual cycles have been achieved from high resolution SAR data covering the entire Arctic Ocean bi-weekly.  Altimeter missions show the potential to estimate the sea ice thickness for basin-wide assessment of the ice mass.

Ice surface temperature data for the polar regions are available from AVHRR global area coverage (GAC) data.  These have been used to generate the Polar Pathfinder products at grid spacings of 1.25, 5 and 25 km. AVHRR Polar Pathfinder data extend poleward from 48.4°N and 53.2°S from July 1981 through August 1998, see http://nsidc.org/data/nsidc-0065.html.

Ice motion data have been derived from drifting buoys under the International Arctic Buoy Programme (IABP), 1979-present, and its Antarctic (IPAB) counterpart (1995-present), see http://nsidc.org/data/g00791.html, http://www.antcrc.utas.edu.au/antcrc/buoys/request.html.  Motion fields can also be mapped from AVHRR, passive and active microwave data.

Significant data management issues

In terms of resolution and accuracy, the best sea ice information probably is contained in the regional operational ice charts produced by various national operators.  Most of these charts are currently being archived nationally in electronic form but there is little effort to Q/C and compare products between different agencies or to document the observational basis of these products.  An International Ice Charting Working Group (IICWG) was established in 1999 by the operational agencies and may take on such tasks as well as training of ice analysts and facilitating data flow; see http://nsidc.org/noaa/iicwg.  

Sea ice data are archived internationally by the WDC for Glaciology in Boulder.  The present holdings include individual datasets from experiments and research programs and gridded data products. The US National Snow and Ice Data Center (NSIDC) has a more complete set of the global satellite sea ice parameters.  There is a great deal of in situ data and operational products from many individual groups and nations that is missing from these centers because funding for the activities is not available; NSIDC’s main support is from NASA as the Snow and Ice Distributed Active Archive Center (DAAC).

Analysis products

The only global sea ice products are produced at the National Ice Center (NIC), USA.  These and other national operational products are archived at the Global Digital Sea Ice Databank (GDSIDB) of the WMO-IOC JCOMM.  The NIC data are for 7-day intervals (1972-1990s) and the Arctic and Antarctic Research Institute (AARI) are for 10-days (1950-1992).  Monthly Arctic maps are available for 1901-1997.  A data listing and description is provided at http://nsidc.org/noaa/gdsidb/holdings.html.

A daily sea ice extent, concentration and age on a 25 km grid is produced from the DSMP SSM/I sensors.  This product is available from NSIDC in near real time and then as a refined product three to six months later.  Other national agencies produce regional ice analysis at various horizontal resolutions and time scales.  Archives of these products are generally available from these agencies.  The Global Digital Sea Ice Data Bank (GDSIDB) of the WMO-IOC JCOMM is intended to make these regional ice charts available through a common format but progress has been uneven due partly to funding constraints to update and acquire historical records.  

Current capability

Data is currently being collected by several satellite and airborne sensor packages and analyzed by a number of operational agencies.  Principal clients for sea ice information are marine transportation and weather forecasting.  There has been less interest in the needs of the climate community, hence little effort has been expended in validating the operational products or over long time scales. Knowledge of sea-ice changes is not adequate.  Recent satellite launches including ICESat, Cryosat and the AMSR-E instrument on Aqua will provide new remote ice measurements

Issues and priorities

· There is a need to observe sea ice thickness and snow cover routinely on a global basis.  There is a possibility that an advanced high-resolution satellite altimeter might provide such a capability.  

· There is a need to capture globally the higher resolution information that is contained in the regional ice products derived from SAR systems.  Future SAR missions (e.g., RADARSAT-2, ENVISAT, and ADEOS) should continue the monitoring of highly sensitive large-scale regions in the Arctic and Antarctic to guarantee the availability of these high resolution space borne data sets for on-going change detection assessments.  

· The science community does not have direct access to RADARSAT‑2, as this is a commercial mission.  There is no policy for free access to such data for science investigations.  Even though the data are available, the cost will be too high for the volume of data required for systematic observation of the Arctic Ocean and Southern Ocean sea ice cover to be acquired.

Variable: Currents (surface and subsurface)
Main climate application 

The ocean circulation throughout the full range of ocean depths determines the oceans’ transport of properties (notably heat, fresh water and dissolved inorganic carbon (carbon dioxide and associated bicarbonate and carbonate)) and determines the magnitudes and spatial distributions of these transports which are drivers of the timing and regional distribution of climate change.

The term 'surface circulation' is taken as referring to observations within the ocean mixed layer (ML), which typically extends up to 100m below the surface.

Contributing baseline GCOS observations

The measurements and analyses that are needed to derive the ocean circulation lie largely outside the GCOS baseline.  Only velocity observations from surface drifters, velocity measurements produced from the moored equatorial arrays in the Pacific and the Atlantic and sea surface slopes derived from satellite altimetry are presently observed and their data managed in an operational manner.

Other contributing observations

Historically, ocean surface currents have been computed from ship drifts, drift bottles and cards. There is no single observational technique nor data stream that alone completely defines these fields.  Each of the following measurement techniques, largely employed by the research community, makes a contribution.

Surface currents from drifting buoys.  Surface currents can be derived from drifting buoys (drogued within the ML.  

Subsurface velocity observations from neutrally buoyant floats.  These fall into two categories a) those from the Argo array of which ~750 of the planned global array of 3,000 are presently returning velocity data (10 day integration) from typically 2,000m depth.  The target separation of Argo observations will average be 300 km. b) observations from other neutrally buoyant floats tracked acoustically.  Only the Argo array has the prospect of becoming operational.

Near surface (200-500m) velocity observations from research ships and a small number of the VOS fleet using hull mounted Acoustic Doppler Current Profilers (ADCPs).

Data from ADCP sensors lowered from research vessels and providing velocity profiles that can cover the entire ocean depth.

Velocity data from moored instruments deployed by research institutions for specific regions (e.g. western boundary currents, straits etc.)  Such observations may have durations up to several years long and can be made throughout the water column.

Velocity fields may be inferred from the interior pressure field of the ocean derived from temperature and salinity observations (e.g. from CTDs and Argo floats) using the geostrophic relationship.

Shore based radar systems are also being used to estimate surface currents within 200 km of the stations.

Significant data management issues

Drifter technology evolved from the 70s to the 90s with the effect of wind being greatly reduced through this period.  Much of the drifter data is captured internationally but the metadata describing the characteristics of some platforms is missing.

With the exception of the data management systems covering near surface drifter data and data from satellite altimetry no fully defined data management system exists for direct measurements of velocity fields nor for the temperature/salinity data needed to define full depth geostrophic profiles.  A system for the management of both velocity and temperature/salinity data from the Argo array is under development.

Analysis products

Individual scientists have produced (on an irregular basis) maps of mean surface currents and eddy kinetic energy from drifter data for particular ocean basins and for particular time periods.  Sub-surface velocity fields have been produced on ocean basin scales from floats.  For both the observing density is in general so low as to allow at best monthly fields to be derived.  The definition of the entire surface and subsurface fields can best be accomplished by the assimilation of all contributing data streams into ocean circulation models (ocean state estimation).  This technique is in its infancy and has been limited by both available computing power and the sparseness of observations; satellite altimeter data are a critical input to ocean state estimation in order to enable finer scale structure to be derived.  

Current capability

The Argo array is building rapidly with the target of reaching the full 3,000 float array by end 2005.  At present 750 floats report data to the GTS with approximately 80,000 drifter reports/week on GTS.  The moored array (TAO/Triton) in the equatorial Pacific is now maintained in an operational manner.  The sparser PIRATA array in the Atlantic is in pilot mode and is in process of being extended on an experimental basis to the eastern Indian Ocean.  Satellite altimetry data is available from a number of platforms (e.g. TOPEX/POSEIDON, Jason).  All other techniques listed above are operated in research mode and the strategy for the collection of such data may not be motivated by climate related objectives.

Issues and priorities
· Surface drifting buoys have become a key component of the in situ data set and the network of drifting buoys should be expanded globally for it to function as a baseline network (and for satellite calibration).  This would require about 50% more surface drifters than have been typically at sea.

· For progress to be made the Argo array must be fully implemented and, when appropriate, make a full transition to operational status and its data management system be developed, proved and implemented.  

· The equatorial moored arrays need to be maintained and to become fully operational.  The extension of such arrays to the Indian Ocean is still required.  Problems of data loss through vandalism to these arrays need to be overcome.

· The techniques need to be further developed and the computing resources made available for high resolution global scale data assimilation schemes to be implemented and to become operational.

Variable: Biological activity (including ocean colour)

Main climate applications 

The oceans are an important net sink for carbon dioxide released by the burning of fossil fuels and the uptake of carbon dioxide is related directly to the abundance of marine algae.  Phytoplankton and primary productivity are key parameters related to both the ocean carbon cycle (including the biological carbon pump) and upper ocean radiant heating rates. Changes in alga abundance and species composition affect the extent to which solar radiation is absorbed or reflected by the surface ocean and the profile of temperature with depth generated is a key determinant of physical, chemical, and biological structure in the upper ocean, and an important feedback mechanism between upper ocean physics and biology.  The availability of light at depth is also important for phytoplankton, primary production, and the biological carbon pump, and thus has implications for both local and global climate 

Contributing baseline GCOS observations
The Sir Alister Hardy Foundation for Ocean Sciences has operated Continuous Plankton Recorder (CPR) surveys and tows measuring phytoplankton and zooplankton species and taxonomy since 1931 in the North Atlantic, and runs collaborative programmes with other organizations in other parts of the world’s oceans. The CPR survey is part of the Global Ocean Observing System (GOOS). 

Other contributing observations

Marine alga can only be effectively monitored on a global scale through satellite observations of ocean colour.  Ocean colour data is essential for monitoring and fostering our understanding of important ocean biological processes and ecosystems. Remote sensing of ocean colour using satellites and aeroplanes is used to estimate surface chlorophyll (a proxy for phytoplankton biomass). Ocean colour data is also the most practical way to develop the time-series data that will allow us to separate natural variability in ocean biological processes from secular changes. Ocean colour data will allow us to monitor such important areas as: biogeochemical cycles, direct effects of biology on ocean physics, coastal resources, and fisheries sustainability. 

Chlorophyll is also measured using water samples or determined using fluorometers deployed from ships and moorings.  Chlorophyll is often used to infer optical properties including diffuse attenuation of light. The most extensive historical data records relevant to in-water solar radiation have been collected using a simple optical device, the Secchi disc.  The Secchi disc is used to measure the depth at which an observer can no longer see the white 30 cm diameter Secchi disc and is a rough measure of the attenuation of light.  These data sets have been utilized to develop climatologies and atlases.   Electronic in situ optical systems are now used to measure downwelling irradiance in the visible light spectrum, spectral and integrated.  

Significant data management issues

The Continuous Plankton Recorder survey contains databases and data sets of phytoplankton and zooplankton species and taxonomy.

Generally, phytoplankton and primary production data sets fall into two basic categories: ship-based and mooring-based in situ data, and satellite-based data. Databases characterizing ocean colour, spectral in-water irradiances and light attenuation have been developed primarily for characterizing the optical state of the ocean (e.g., attenuation and scattering of light), visibility, biomass (phytoplankton concentration), and primary productivity.  However, these data types have been rarely integrated or synthesized.  The validity of the data sets remains an issue as well as chlorophyll and primary production determinations from the different methods which lead to biases and errors that need to be evaluated and ultimately reconciled.

The U.S. National Aeronautics and Space Administration (NASA) SeaWiFS Bio-optical Archive and Storage System (SeaBASS) (http://seabass.gsfc.nasa.gov/) and U.S. Office of Naval Research (ONR) World Ocean Optical Data (WOOD) system (http://wood.jhuapl.edu) are both internet accessible.  Data are generally available from websites. 

Analysis products

Global maps of chlorophyll and primary production have been developed based on satellite and in situ ocean colour products and models and are available through the SeaBASS and WOOD systems described above along with the SeaWiFS Data Analysis System (SeaDAS) (http://seadas.gsfc.nasa.gov/).  These products are often updated and amended through reanalysis activities.  The satellite data, which depend on in situ data sets, are generally quite limited and suffer from biases associated with cloud conditions and insufficient spatial and temporal resolution as well as assumptions concerning vertical structure.

Optical regional, global, and time series data sets are available from the databases mentioned above.  Fundamental optical parameters include downwelling and upwelling irradiance (spectral and broadband, typically 400-700 nm, called photosynthetically available radiation or PAR) and derived diffuse attenuation coefficients along with beam and absorption coefficients (monochromatic and spectral).  

Bio-optical (e.g., colour and light) data sets collected from ships, moorings, and satellites have been input into models for determining primary production.  These approaches are most desirable to improve spatial and temporal resolution and expand time and space scale ranges.

Current capability

New bio-optical and fluorometric systems are capable of sampling nearly continuously.  Thus, platforms including ships (underway sampling), moorings, drifters, and satellites provide chlorophyll and modelled primary production. These improve spatial and temporal resolution; however, further development and testing is needed to approach the accuracy and resolution of measurements made directly from water samples.  

Time series can now be obtained from moorings and satellites.  Moorings provide high temporal resolution at multiple depths, but no horizontal spatial information whereas satellites give regional and nearly global optical data representative of only the near surface layer (one optical e-folding depth).  Cloud obscuration is problematic for the satellite approach, but not for in situ measurements.  
Knowledge of ocean ecosystem change is not adequate at present.  Adequate data pertaining to ocean biological processes is extremely difficult to obtain due to the vast area of the ocean (over 70% of the earth’s area) and to the logistical difficulties of shipboard sampling.  Satellite views of ocean colour are our only chance for gaining an overall view of the state of ocean biology at any given time, but knowledge of the linkage between ocean colour and ecosystem variables remains limited.  Research is underway to improve knowledge of the relationships between ocean colour and ecosystem variables, including chlorophyll.  Data from moorings, satellites, ships, and drifters need to be merged to produce synthesized data sets useful for climate studies.

Issues and priorities

· Ocean biological activity products derived from ocean colour satellite sensors should be continued and improved with attention to atmospheric corrections and calibration from in-situ chlorophyll and other biological and ecosystem measurements at reference site moored buoys and from selected VOS lines.

· Merging and synthesis of optical data sets collected with multiple platforms remains a community goal.  There is an international organization that is devoted to the coordination of ocean colour observational programs (International Ocean Colour Co-ordinating Group (IOCCG).  

· There is need for developing an international data management and accessing system for all available ocean colour data sets (from Secchi disc data collected historically to modern spectral optical measurements). 

· Optical data sets are especially critical, as they are needed for a broad range of climatologically important parameters ranging from the penetration of solar radiation to biomass and carbon cycling.

· The methods used to infer phytoplankton biomass and primary production are evolving and have improved our understanding of their variability in time and space. However, different methodologies and even fundamental definitions need reconciliation in order to ultimately minimize biases and offsets.  Merging and synthesis of disparate data types will be required and data assimilation methods should be useful for filling in the space-time continuum. 

Variable: Upper ocean temperature 

Main climate application

The upper ocean is the primary planetary reservoir of heat. The large heat capacity of the ocean (the largest in the climate system) slows the rate of anthropogenic climate change, affects the regional distribution of change and is a major determinant of interannual and decadal climate variability.  The redistribution of heat over time is a primary variable for climate change detection and attribution, and for evaluation of coupled climate models. The ocean density distribution (the distribution of temperature and salinity) determines ocean currents and thus is one control on the health of ocean fisheries and ecosystems.  

Contributing baseline GCOS observations

There is a fragmentary global upper ocean thermal observing system which depends primarily on data from Ships of Opportunity that drop expendable bathythermographs (XBTs), and surface moorings.  At present some 40,000 XBT profiles are exchanged per annum via GTS.  These are restricted however to shipping lanes and thus leave most of the southern hemisphere and large areas of the northern hemisphere unsampled.  Profiling floats are becoming significant data contributors through the initial deployment of the Argo array, which with 3,000 floats will provide ~100,000 profiles per annum at around 300 km spacing.
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Other contributing observations

Research vessels and military vessels also contribute upper ocean thermal data from the dropping of XBTs and from the collection of high accuracy temperature and salinity profiles (CTDs).  However these are not usually provided in real-time. 

Significant data management issues

All of the data reported in real time via the GTS are available to interested parties in various ways, including operational centres that make ocean analyses and the GODAE Monterey data server.  Scientific quality controlled data are made available through periodic updates of the global marine data set (e.g., World Ocean Data Base from NOAA/NODC) and from research efforts (e.g., the World Ocean Circulation Experiment data CD).  The data from the tropical Pacific moorings (TAO Array) are available via a web site in real time.

Analysis products

Regional upper ocean thermal products are made by the centres involved in seasonal to interannual forecasting and some operational forecasting centres.  Research activities to produce regional and global reanalysis products also exist and are of climate change interest.

Current capability

There has not yet been systematic intercomparison of regional or global ocean thermal analysis products.  There is not a global time series network producing reference upper ocean data time series for independent evaluation of products, so intercomparison is the only available path for estimating existing capability.

The absence of wide spread, reasonably dense in space and time, accurate subsurface ocean data strongly suggests that our overall capability is currently inadequate for most regional climate change issues.  The adequacy of the existing data for global average change may be marginal, but has yet to be verified. 

Issues and priorities

· GCOS endorses the recommendations from the OceanObs99 Workshop for the deployment and maintenance of an enhanced integrated global upper ocean network.  A co-ordinated international effort and new resources are needed to carry out these recommendations. 

· This network should include:  

· a global sparse network of ocean reference site moorings to provide accurate highly sampled reference time series at a few locations (up to 30 moorings) 

· full global implementation and maintenance of the Argo profiling float array to provide global coverage with acceptable sampling (3,000 floats on a 10-day cycle) and, when appropriate, make a full transition to operational status and its data management system be developed, proved and implemented. 

· transition of the Ship of Opportunity Program XBT activity into concentration on 41 repeat surveys of a selected set of sections to provide better spatial resolution than Argo can provide across regions of the ocean with significant gradients and to improve estimates of ocean transports of heat (involves about a 50 per cent increase in expendable probes annually).

· Argo is a pilot project and is largely funded through research funds.  There is a need to identify longer term operational funding for floats to sustain the global Argo array, for moorings and repeat hydrography.

· Increased interest in global and regional ocean data assimilation will lead to improved knowledge of the distribution and redistribution of upper ocean heat and to refinements of the OceanObs99 observing system strategy.  International participation in the Global Ocean Data Assimilation Experiment, to facilitate intercomparison of ocean thermal analysis products and for exchange of technique improvement, should be encouraged.
Variable: Upper ocean salinity

Main climate application

Fresh water content and salinity plays an important role in determining the stability of the water column in the mid to high latitude oceans and shelf seas.  Changes in the fresh water content in the high latitude North Atlantic is believed to be the mechanism by which the climate system moves between glacial and interglacial conditions.  Changes in freshwater content of the oceans also provides a validation to other estimates of the hydrological cycle in the atmosphere. The ocean density distribution (the distribution of temperature and salinity) determines ocean currents and thus is one control on the health of ocean fisheries and ecosystems.  

Contributing baseline GCOS observations

Salinity profiles over the upper kilometre from profiling floats (Argo) and repeat hydrography, primarily from research vessels, are the principal current source of observations.  Repeat hydrography is the principal tool for shelf sea programs.  The number of observations from research vessels is relatively small but they have the advantage of having high and verifiable accuracy.  At present such high accuracy observations of salinity are essential to provide quality checks on the Argo salinity data.

Other contributing observations

There are some profiles collected using eXpendable CTDs (XCTD) along some of the XBT sections.  Moored fixed or profiling instruments also contribute locally.  Sea surface salinity observations also contribute.

Significant data management issues

The Argo array is building rapidly towards the target of reaching the full 3,000 float array by end 2005.  However, resources for the full implementation of the array have not yet been identified.  The evaluation of the long-term performance of the salinity sensors on these floats is still under way but accuracies of +/- 0.005 in salinity over periods of up to 3 years have been achieved.

Quality CTD casts from research vessels will provide validation data but this requires T/S profiles to be QCd, processed and distributed internationally on much faster time scales (a few months) than is the current practice.

A system for the management of (velocity and temperature/salinity) data from the Argo array needs urgent development.  How best to quality-control and account for sensor drifts in Argo salinity data has still to be determined. 

Analysis products

Operational real-time salinity products are provided by a number of organisations (e.g. the Met Office, MERCATOR) and various research products are produced by groups and agencies in several countries.

Current capability

Argo is in the process of building to 3,000 profiling floats globally, at a spacing of approximately 300 km.  As at May 2003 around 750 floats are operating and the target density has only been achieved in some parts of the high latitude North Atlantic and Pacific oceans; larger parts of the northern oceans are reaching densities of one float per 500 km but the coverage of much of the rest of the global ocean is very sparse.  Repeat hydrography sections mostly coincide with the areas of better float coverage.  Moored systems are found in the equatorial Atlantic and Pacific.

Issues and priorities

· The Argo array must be fully implemented and, when appropriate, make a full transition to operational status and its data management system be developed, proved and implemented.  Further work needs to be carried out on the evaluation and improvement of Argo float salinity sensors.  
· Argo is a pilot project and, like repeat hydrography and moorings, is largely funded through research funds.  There is a need to identify longer term operational funding for floats, moorings and repeat hydrography to sustain these observations.
Variable: Deep ocean temperature and salinity

Main climate application

Deep ocean temperature and salinity data are used to validate coupled climate models with respect to the meridional heat and freshwater transports in the ocean.  They are used in several ways: to estimate the meridional heat transport/fresh water across key trans-oceanic sections, to estimate changes in the deep thermohaline circulation of the ocean, and to estimate changes in the oceanic heat/fresh water content.  Changes in deep ocean temperature and salinity profiles are also key to estimating sea level changes.

Contributing baseline GCOS observations

Repeated high quality hydrographic survey of the global ocean on the decadal time scale.

Other contributing observations

High quality hydrographic observations are made as part of research programs.   Moored deep sea temperature sensors are valuable ways of observing changes in the deep boundary currents.  Moored deep salinity sensors are possible ways of observing changes in the deep boundary currents if the accuracy and stability of the sensors are demonstrated.

Significant data management issues

Analysis products

Global and regional climatologies and electronic atlases have been produced by individual researchers and by organizations.

Current capability

Nearly all of the global capability to make these level of observations lie in the research community.

Issues and priorities

· Monitoring of the deep ocean should be maintained with full depth repeat sections of all key ocean variables (including those linked to the carbon cycle).  These measurements should be repeated every 5 years in key locations and every decade elsewhere. There is an incomplete commitment to sections, particularly in the southern hemisphere.
· There is a need to plan and co-ordinate a new global survey for the second half of this decade.  

· This work will need to continue within the research community as a transition to operational agencies is not viable at this stage, hence there are funding implications.

Variable: Interior ocean carbon

Main climate application

The oceans are also the largest long-term sink for anthropogenic carbon, removing anthropogenic CO2 from the atmosphere, particularly on multi-decadal to centennial time-scales. The ocean holds some 95% of the carbon that circulates actively in the biosphere.  Over the long term, the ocean carbon cycle plays the dominant part in the natural regulation of CO2 levels in the atmosphere and their contribution to global temperature.  Anthropogenic CO2 enters the ocean at the surface but reacts readily with seawater, dissociating to form bicarbonate and carbonate. The remaining CO2 and associated chemical forms being collectively known as dissolved inorganic carbon (DIC) are rapidly mixed down into the thermocline. There it resides for many decades until it is gradually transferred to the deep ocean.  Accurately characterizing the evolving inventory and distribution of anthropogenic and natural (total) CO2 in the ocean interior is fundamental for several reasons.  First, it gives basic information about the evolving disposition of anthropogenic CO2 that is not remaining in the atmosphere.  Second, the distribution of anthropogenic CO2 in the ocean interior reflects the governing processes of surface uptake and redistribution by ocean circulation allowing us to test and improve models, thereby improving our predictive capabilities.  Third, the distribution of anthropogenic CO2 reflects regional uptake rates of CO2 at the sea surface and subsequent horizontal transports providing an independent constraint on basin-scale ocean uptake and redistribution for comparison with air-sea flux estimates.  Fourth, secular climate change is projected to alter large-scale ocean circulation and marine biogeochemistry, leading to corresponding changes in the background natural ocean carbon cycle and the partitioning of carbon between the ocean and atmosphere. 

Contributing baseline GCOS observations

No specific GCOS baseline system.

Other contributing observations

A global network of carbon observations in the ocean interior is being developed in collaboration with CLIVAR.  Carbon measurements are being made on trans-basin hydrographic sections that are repeat occupations of WOCE hydrographic survey lines.  The goal is to repeat a subset of the original WOCE/JGOFS/OACES global survey lines at decadal intervals.  To better understand the temporal dynamics in the ocean interior a network of time-series sites in key locations have been established to monitor seasonal and interannual changes in the water column.
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NCAR modelled anthropogenic CO2 and proposed repeat lines.

Significant data management issues

The IGBP/WCRP/IHDP Global Carbon Project is working with the IOC/SCOR CO2 Advisory Panel to provide an international framework for co-ordinating these observations; however more work is needed to co-ordinate national plans. Issues like standardization of methods and calibrations, comparison exercises, and data/metadata reporting are under discussion.

Databases for carbon are relatively well developed, although there are still some problems with the standardized use of certified reference materials, standard analytical methods, standardized data formats, and quality control and assessment for some types of measurement platforms, such as ships-of-opportunity.  In some cases, climatologies or compiled data sets have been created without including sufficient information about the uncertainties of the measurements used, making it difficult to quantify uncertainty in the data set.  The majority of data sets are typically derived from expeditionary mode ship sampling, which causes problems for interpretation because of aliasing.

For inorganic carbon and related chemistry, the most comprehensive database catalogue is the Carbon Dioxide Information and Analysis Center (CDIAC) Ocean CO2 programme.  The NOAA Global Carbon Cycle programme maintains a database of diverse carbon and related measurements made from NOAA programmes.  Information on databases and analysis programmes may be found on the web site of the SCOR-IOC Advisory Panel for Ocean Carbon Dioxide (http://ioc.unesco.org/iocweb/co2panel/ ).

Analysis products

The time-series sites provide monthly to interannual dynamics in a few key locations. The repeat sections help place these time-series observations in a global context and provide decadal scale changes in ocean carbon inventories. The water column measurements can be used to calculate anthropogenic CO2 inventory changes and carbon transports within the ocean interior. These data can be used with inverse models to independently estimate long-term natural and anthropogenic air-sea CO2 fluxes.

Current capability

A comprehensive global survey conducted in the 1990s provides a good baseline against which future observations can be evaluated. The repeat section network that is currently developing is greatly reduced from the last global CO2 survey, but the goal is to determine the large-scale evolution of the anthropogenic CO2 inventory to within 10% (~3 Pg C globally) over the next decade.

Issues and priorities

· International coordination of the repeat sections is currently a very high priority. This not only includes coordination of which country will sample a given line, but also international agreements on methods, calibration, and quality assessment/quality control procedures. Approaches for data management and synthesis also need to be addressed. 

· Global and regional carbon budgets are needed, which requires a global surface pCO2 effort as well as knowledge of decadal changes of ocean carbon content.  A repeat global survey program can provide carbon inventory changes.  A pCO2 program needs satellite colour data together with accurate in situ data from reference site moorings, tropical moored buoys and selected VOS.  

· Sensor development for autonomous carbon system and related ecosystem variables is needed.

· Inadequate attention to lack of southern hemisphere commitments

· Surveys will continue in the research community as a transition to operational agencies is not viable at this stage - hence there are funding implications.
Variable: CO2 partial pressure (for air-sea flux)
Main climate application

The ocean is the largest dynamic reservoir of carbon on decadal to centennial time-scales. The sequestration of anthropogenic carbon in the ocean acts to effectively decrease the potential radiative and climate impacts of CO2 emissions.  Predicting the magnitude of future climate change and the assessment of any proposed mitigation measures requires a thorough understanding of the carbon cycle and the potential sources and sinks for atmospheric CO2 now and in the future. 

CO2 from the atmosphere dissolves in the surface waters. On entering the ocean CO2 undergoes rapid chemical reactions with the water and only a small fraction remains as CO2. The CO2 and associated chemical forms are collectively known as dissolved inorganic carbon or DIC. This chemical partitioning of DIC affects the air–sea transfer of CO2 as only the unreacted CO2 fraction in the sea water affects the CO2 flux, which is determined from measurements of atmospheric and surface sea water pCO2 and wind speed.

Contributing baseline GCOS observations

No specific GCOS baseline system.

Other contributing observations

Many national large-scale carbon programs are currently being developed to include the fitting of moorings, drifters, research vessels and volunteer observing ships with surface pCO2 systems.  Most of the VOS systems will be sampling trans-basin lines at monthly to seasonal time-scales.  The moored and drifting systems can sample on daily time-scales or less.  At present, the focus is primarily on the North Pacific and North Atlantic oceans.

Significant data management issues

The IGBP/WCRP/IHDP Global Carbon Project is working with the IOC/SCOR CO2 Advisory Panel to provide an international framework for co-ordinating these surface pCO2 observations, however much work is needed to develop these individual efforts into a true collaborative network.  Issues like standardization of methods and calibrations, comparison exercises, and data/metadata reporting have yet to be addressed.

The level of funding for this effort is far from adequate to generate a global observation network.  The hope is that this program will grow as funding becomes available.

Analysis products

Regional and global maps of air-sea CO2 flux.  The goal is to generate estimates of net basin-scale CO2 uptake good to ±0.1-0.2 Pg C yr-1.

Current capability

The current global climatology of air-sea CO2 fluxes comprises nearly one million CO2 measurements collected over 40 years.  The goal is to be able to derive at least regional and hopefully global CO2 flux maps based on monthly observations, then ultimately to generate annual flux maps.

Issues and priorities

· There are still a number of technical issues that need to be addressed.  One is the development of more robust instrumentation that can be operated autonomously for extended periods of time on VOS, moorings, and drifters.  

· Mooring networks need to be built up in all of the major ocean basins, in order to establish a network of around 30 reference sites.  

· To expand the VOS program to approximately 10 ships in the North Atlantic and North Pacific and begin sampling other ocean basins over the next few years; around 25 selected VOS will be required. 

· A fourth issue is the development of a data management and data synthesis program at national and international levels.  Finally, approaches for using remote sensing products to derive air-sea flux estimates need further investigation.

Variable: Biogeochemical variables (i.e. oxygen, nutrients)

Main climate applications 

Oxygen is a key variable needed for understanding photosynthesis and respiration, and can be used to place constraints on the quantity and rate of primary production, and to differentiate between biological processes and physical processes such as mixing and air-sea gas exchange that affect upper ocean chemistry and biology.   

Concentrations of nutrients (including nitrogen, phosphorus, silicate, and trace elements such as iron)  drive the production of organic matter (including carbon complexes) of marine ecosystems, and establish the general trophic structure of the ocean (extremes are oligotrophy and hypertrophy). Because of the complex interplay between biology, chemistry, and upper ocean physics, a suite of biogeochemical variables is required to understand and quantify these processes.

Contributing baseline GCOS observations

None

Other contributing observations

Temporal variability of biogeochemical variables is generally relatively slow for the deep ocean (years to decades), but quite rapid (minutes to weeks) in the upper ocean.  Thus, deep-sea data collected during expeditions as repeat sections several years apart bear useful information.  However, high temporal resolution data are needed for the upper ocean through the upper permanent thermocline.  The latter types of data sets are rare with process-oriented experiments being typically limited to a single year.  Time series data collected at the Hawaii Ocean Time-series (HOT) and Bermuda Atlantic Time Series (BATS) sites provide some of the few records appropriate for studies of biogeochemical variability ranging from weeks to the interannual.  Biogeochemical measurements made from ships of opportunity can provide invaluable information on both spatial and low frequency temporal variability in the upper ocean.  A large number of individual programmes are currently operating and there is an international effort underway to create a co-ordinated network of data from these programmes.   

Significant data management issues

Although databases for carbon are relatively well developed, there is need to begin integration and data set compilation of a more comprehensive suite of biogeochemical variables (collected from all available ocean sampling platforms) in order to characterize, model, and understand the carbon system and the requisite biogeochemical data suite on time and space scales spanning a broad range of variabilities associated with diverse processes. 
Analysis products

Many atlases have been produced for the biogeochemical variables described above.  The World Ocean Atlas 2001 database produced by the World Data Center for Oceanography provides a compilation of global, archived data for standard hydrographic variables and oxygen.  The World Data Center for Marine Environmental Sciences contains data sets for environmental oceanography and marine biology.  The NASA Global Change Master Directory provides information and links to data sets from national and international research programmes. 
Current capability

New biogeochemical sensors and systems are being developed to sample nearly continuously and several recent assessments of technology development in this area have been made (http://ioc.unesco.org/iocweb/co2panel/).  Oxygen sensors, fluorometers, sensors for the principle nutrients, pCO2 sensors, and plankton recorders are either already commercially available or in advanced stages of sea-truthing.  Platforms that have been utilized to improve spatial and temporal resolution include ships (underway sampling), moorings, and drifters, and biogeochemical sensors are being developed for use on profiling floats.  Additional development and testing is needed to approach the accuracy and resolution of measurements made directly on water samples.  Testing needs to include intercomparison exercises with known methods and sampling from ships as sea-truthing.

Issues and priorities

· The sparseness of biogeochemical data in space and time is the primary problem at this point in time.  

· The development, testing, and validation of new biogeochemical sensors are essential and should be given the highest priority.  

· Additionally, merging and synthesis of global and regional biogeochemical data sets of high-quality measurements with known errors are needed.  

· Satellite remote sensing offers the greatest capability for observing surface ocean processes, but models (including data assimilation) and in situ observations at depth are needed to link observed surface conditions with processes deeper in the water column that ultimately control biogeochemical distributions.  

Variable: Snow cover

Main climate applications 

Snowfall and other solid precipitation as a fraction of total precipitation is important in hydroclimatic models and as an element in monitoring climate change.  About one third of the Earth’s land surface may be covered seasonally by snow.  Up to 50% of the Northern Hemisphere land surface has snow cover during the Northern Hemisphere winter. It has major effects on surface albedo and energy balance and modifies the overlying atmospheric thickness and surface temperatures. Characteristics of snow such as thickness, seasonal and interannual variability or snow-cover duration affect permafrost thermal state, the depth and timing of seasonal freeze/thaw of the ground as well as ablation on glaciers, ice sheets and sea ice.  Snow melt plays a major role in seasonal energy exchanges between the atmosphere and ground, it impacts soil moisture and runoff, thereby affecting water resources. As a consequence, snow cover is a key component of land surface process sub-models for higher latitudes and altitudes.

Contributing baseline (GCOS) observations

None

Other contributing observations
Several elements must be considered under the heading “snow cover”: snow extent, snow depth, snow water equivalent, snow all and solid precipitation. The observations commonly involve several different agencies in each country.

Snow depth is measured once daily at weather stations, but is not usually reported over the Global Telecommunications System (GTS). There are about 7,000 land stations in the GTS reports. Global snow depth data are available from the WMO-GTS Synoptic Reports for stations that do report that code group in real time (see: ftp://ftp.ncdc.noaa.gov/pub/data/globalsod). Snowfall is not differentiated in 6-hourly/daily precipitation measurements at weather stations although type of precipitation is reported in the synoptic weather code.

Snow cover is mapped routinely by satellites. NOAA-NESDIS provides operational hemispheric products; NASA develops hemispheric research products. See details below.

Snow water equivalent is determined at snow courses (North America) or along snow transects (Russia) at about 15-30 day or 10-day intervals, respectively. The data are in agency archives and many are not digitized, European data are especially difficult to access (cost and other restrictions). 

Snow water equivalent is one of the hydrological variables relevant to climate change that is part of the new GCOS/WMO-sponsored GTN-H (Global Terrestrial Network for Hydrology) which was implemented in 2001 to improve accessibility of already existing data. 

Snow melt onset on sea and land ice can be determined from passive microwave remote sensing. Research products have been developed for Greenland and the Arctic. The data for Greenland are available from W. Abdalati at NASA HQ: ftp://icesat2.gsfc.nasa.gov/pub/waleed/ssmi_melt. A snow-melt data set for Arctic sea ice from 1979-1998 prepared by S. Drobot and M. Anderson is  available from NSIDC: http://nsidc.org/data/nsidc-0105.html.
Significant data management issues

Data access.  Many existing data are not accessible, either within country or internationally. Resolution of this barrier requires: promoting political commitment to data sharing; removing practical barriers by enhancing electronic interconnectivity and metadata; and data rescue and digitization.

Networks.  Most networks are severely contracting in Russia and Canada. Station automation is also cutting back, or changing the nature of, the snow depth measurement at GTS stations. No good documentation of where and when these changes have occurred is readily available.

Verification of satellite products.  Substantial ongoing research and surface observation is needed to calibrate and verify algorithms and products.

Analysis products
Snow cover extent: (i) daily NH-extent map since May 1999, and gridded data (1024 by 1024 box grid, ca. 25 km), monthly statistics (frequency, anomaly ) for NH, N-America and Asia. [Weekly data for 1966-1999]. Interactive Multisensor Snow and Ice Mapping System (IMS) Daily Northern Hemisphere Snow & Ice Analysis: http://orbit-net.nesdis.noaa.gov/crad/sat/surf/snow/HTML/snow.htm. (ii) The Northern Hemisphere (Equal Area Scalable Earth (EASE) Grid Weekly Snow Cover and Sea Ice Extent product combines snow cover and sea ice extent at weekly intervals for October 1978 through June 2001, and snow cover alone for October 1966 through October 1978 (sea ice data were not available prior to October 23, 1978). The data set is the first representation of combined snow and sea ice measurements derived from satellite observations for the period of record. Data are provided in a 25 km equal area grid (NSIDC EASE- Grid): http://nsidc.org/data/nsidc-0046.html. (iii) Moderate Resolution Imaging Spectroradiometer (MODIS) products include level 2 swath data (MOD10_L2) at 500 m resolution, level 3 gridded daily and 8-day composites (MOD10A1 and MOD10A2, respectively) at 500 m resolution, and level 3 daily and 8-day global maps on a climate modeller’s grid (MOD10C1 and MOD10C2, respectively) at 0.05 degree resolution. MODIS snow cover data are based on a snow mapping algorithm that employs a Normalized Difference Snow Index (NDSI) and other criteria tests.  Data also contain local and global metadata (see http://modis-snow-ice.gsfc.nasa.gov/intro.html). Users' Guide: http://modis-snow-ice.gsfc.nasa.gov/sugkc.html. Order data from: http://nsidc.org/NASA/MODIS/
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Monthly Northern Hemisphere snow cover (1966-2001) and sea ice extent (1978-2001) climatologies (Source: Northern Hemisphere EASE-Grid Weekly Snow Cover and Sea Ice Extent Version 2, NSIDC, University of Colorado, Boulder).
Snow depth: operational global daily snow depth analysis by the Canadian Meteorological Centre http://weatheroffice.ec.gc.ca/analysis/index_e.html. National products include: (a) the Historical Soviet Daily Snow Depth Version 2 (HSDSD) product on CD-ROM, based on observations from 1881 to 1995 at 284 World Meteorological Organization (WMO) stations throughout Russia and the former Soviet Union. The area covered is 35° to 75° N latitude and 20° to 180° E longitude. The State Hydrometeorological Service in Obninsk, Russia, provided the data  through the US-Russia Agreement on Co-operation in the Field of Protection of the Environment, Working Group VIII data exchange program. (Armstrong, R. 2001. Historical Soviet Daily Snow Depth Version 2 (HSDSD).  Boulder, CO, USA: National Snow and Ice Data Center. CD-ROM: http://nsidc.org/data/g01092.html. (b) NOAA Experimental Daily NWS/COOP Snow Depth and Snowfall Graphics and Data - Daily snow depth (most recent day) and snowfall graphics (most recent 1, 2, 3 and 7 days) and data for the contiguous United States. (c) Daily snow depth data for 1062 observing stations across the contiguous US covering the period 1871-1997 are available from the Carbon Dioxide Information and Analysis Center (CDIAC) (Easterling et al., 1999). (d) Daily snow depth data for Canada at several 1,000 stations covering the entire period of record up to 1999 are published on CD-ROM and are freely available for research use (Meteorological Service of Canada, 2000: Canadian Snow Data CD-ROM): CRYSYS Project, Climate Processes and Earth Observation Division, Meteorological Service of Canada, Downsview, Ontario].

[image: image17.png]Area {x 10° km?)

Narthern Hemisphere Snow—Covered Area Departures frorn Monthl

Means, 1978—2001

Visible

_____ Passive Microwave

73 80 81

&2 83 84 85 86 87

88 89 90 91 92 93 94 95 96

Year

97 98 99 Q0 01




Visible-derived (NOAA) and passive microwave-derived (SMMR and SSM/I) snow-covered area departures from the monthly means (dashed lines) and 12-month smoothed (solid lines). Armstrong and Brodzik, 2001.
Snow water equivalent: observed by national, state, provincial and private networks in many countries on a 10 day - monthly basis. No central archive exists and many national/other data bases are not readily accessible. No standard global SWE product exists. NSIDC (R. L. Armstrong) has developed a Northern Hemisphere mean monthly product for 1978-2000 based on SMMR and SSM/I passive microwave data. This is not yet released as a data product. The Former Soviet Union Hydrological Snow Surveys are based on observations at 1,345 sites throughout the Former Soviet Union between 1966 and 1990, and at 91 of those sites between 1991 and 1996. These observations include snow depths at World Meteorological Organization (WMO) stations and snow depth and snow water equivalent measured over a nearby snow course transect. The station snow depth measurements are a ten-day average of individual snow depth measurements. The transect snow depth data are the spatial average of 100 to 200 individual measuring points. The transect snow water equivalent is the spatial average of twenty individual measuring points (http://nsidc.org/data/g01170.html). Weekly maps of SWE from SSM/I over the Canadian prairies are available from http://www.msc.ec.gc.ca/ccrp/SNOW/snow_swe.html. 

Weekly snow extent and water equivalent for the western United States include anomalies and elevational extent map (http://www.nohrsc.nws.gov/html/opps/opps.htm). SNOTEL network database for the western United States compiled by Serreze et al. (1999). The data are primarily from pressure pillows that weigh the snow pack. Canadian snow course observations (~2000 sites, mostly in the period. 1950-1995) are published on the Snow CD (MSC, 2000)

Canadian National Plan for Cryospheric Monitoring in Support of GCOS: Canada underwent an extensive exercise to determine a national monitoring strategy for snow, as well as the rest of the cryosphere; the workshop summaries and final report are online at: http://www.crysys.ca/science/documents/GCOS/cdn_gcos_plan_title.htm.
Current capability

The new MODIS instrument on TERRA provides 500-m resolution visible and infrared data (see http://nsidc.org/daac/modis/index.html). The AMSR-E instrument on AQUA (4 May 2002)  provides 5-25 km footprint passive microwave (all weather) data (see  http://nsidc.org/daac/amsr/index.html). NSIDC is currently developing a single blended product which combines the specific advantages of MODIS and AMSR-E for global mapping of snow extent and water equivalent.

Issues and priorities

· Many of the noted problems arise because (i) snow cover data are collected by numerous agencies with differing goals: runoff assessment and prediction, avalanche hazard; input for weather and climate prediction models; (ii) for the same reason, funding support for snow research is fragmentary and not well co-ordinated in many countries or internationally; (iii) the cost of maintaining surface networks is leading to their contraction and/or switch to automated measurement using different instrumentation (Barry, 1995; Vorosmarty et al. 2001). 

· In particular the contraction of in situ observations should be halted. Maintenance of adequate, representative surface networks of snow observations must begin with documentation and analysis of required network densities in different environments. 

· Development of optimal procedures to blend surface observations with visible and microwave satellite data and airborne gamma radiation measurements of SWE is urgently needed.  This is only just beginning to receive attention through the ongoing Cold Land Processes Experiment (CLP) in the United States (see http://nsidc.org/data/nsidc-0112.html).

· Internationally, snow cover (and other cryospheric variables) are beginning to receive co-ordinated attention through the WCRP Climate and Cryosphere (CliC) project (Allison et al., 2001). Development of snow products that blend multiple data sources and are globally applicable needs urgent focused attention, CliC and GCOS could help lead such an effort.

· Better co-ordination is also needed in other scientific fora including: the International Council on Science (ICSU) and the International Union of Geophysics and Geodetics (IUGG), where the International Commission on Snow and Ice (ICSI) is currently under the International Association of Hydrologic Sciences, and within national agencies.

· The provision of necessary resources to improve and make available existing archives of snow data will require national efforts. These can build on strong international endorsement of the importance of snow cover information for scientific reasons as well as for practical socio-economic reasons in areas with seasonal snow cover, especially in mountains and adjacent lowlands.
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Variable: Glaciers and ice caps

Main climate applications
Fluctuations of glaciers and ice caps in cold mountain areas have been systematically observed for more than a century in various parts of the world. The corresponding changes are considered to be indications of highest reliability concerning world-wide warming trends. Mountain glaciers and ice caps are, therefore, key variables for early-detection strategies in global climate-related observations (Fig. 2.39a in IPCC 2001).

Advanced monitoring strategies integrate detailed observations of mass and energy balance at selected reference glaciers with more widely distributed determinations of changes in area, volume and length; compilation of glacier inventories enables global representativity to be reached (Haeberli et al. 1998).

Long-term mass balance measurements provide direct (undelayed) signals of climate change and constitute the basis for developing coupled energy-balance/flow models for sensitivity studies in view of the complex feed-back effects (albedo, surface altitude, dynamic response) and for use in AOGCMS (model validation, hydrological impacts at regional and global scales, etc.). They combine the geodetic/photogrammetric with the direct glaciological method in order to determine changes in volume/mass of entire glaciers (repeated mapping) with high spatio-temporal resolution (annual measurements at stakes and pits). Laser altimetry and kinematic GPS are applied for monitoring thickness and volume changes of very large glaciers which are the main meltwater contributors to ongoing sea-level rise.

Change in glacier length is a strongly enhanced and easily measured but indirect, filtered and delayed signal of climate change. It  represents an intuitively understood and most easily observed phenomenon to illustrate the reality and impacts of climate change. Work on glacier recession has considerable potential to support or qualify the instrumental record of temperature change and to cast further light on regional or world-wide temperature changes before the instrumental era – particularly useful for studies of Holocene climate variability. Glacier length records complement the instrumental meteorological record because some extend further back in time; some records are from more remote areas where there are few if any meteorological observations; and on average, glaciers exist at significantly higher altitude than meteorological stations, which may be very useful in increasing understanding of the differences in temperature change at different levels of the atmosphere.

Glacier inventories are compiled by using a combination of remote sensing and GIS technologies. Repetition takes place at time intervals of a few decades – the characteristic dynamic response time of medium-sized mountain glaciers. Length and area change can be measured for a great number of ice bodies. Area changes mainly enter calculations of sea-level contributions and of regional hydrological impacts, whereas cumulative length change not only influences landscape evolution and natural hazards (especially from ice- and moraine-dammed lakes) but can also be converted to average mass balance over decadal time intervals and, thus, helps establishing the representativity of the few direct mass balance observations.

Beyond aspects of climate change indication, glaciers and ice caps are observed in connection with climate and earth system modelling, water resources management, sea-level modelling (large glaciers are expected to contribute substantially to sea level rise over the next century), natural hazard assessments and community planning with respect to tourism and recreation.
Contributing baseline (GCOS) observations

The TOPC has created a glacier observation network (Haeberli et al. 2000) to meet the needs of the Global Terrestrial Observing System (GTOS) and the Global Climate Observing System (GCOS). This network was developed by matching the WGMS sites against the GHOST concept, identifying critical gaps. Developing guidelines for participation in the network would ensure that GCOS/GTOS needs are met. A number of additional glaciers are planned to be selected for mass balance measurements. The recently launched USGS-led ASTER/GLIMS "Global Land Ice Measurements from Space (GLIMS)", see http://wwwflag.wr.usgs.gov/GLIMS/project, attempts to compile a world-wide glacier inventory for the time slice around the year 2000. Corresponding pilot studies are well underway (Kieffer et al. 2000; Kääb et al., in press; Paul et al., in press).

Other contribution observations 

Records of glacier mass balance and of changes in glacier length as well as a world-wide but rather preliminary glacier inventory have been compiled by the World Glacier Monitoring Service (WGMS) in Zurich, Switzerland.  Some records of glacier length change are more than hundred years long and can even be extended backwards into Holocene time periods, making glacier length the most useful and comprehensive parameter related to past and especially pre-industrial glacier geometry. Resolution of 0.01 to 0.1 m is required for mass change, of 1 to 10 m for length change and of 10-100 m for model validation with inventory parameters. Time resolution on measurements is 1 year (mass balance), 1 to 10 years (length change) and a few decades for inventories.
Significant data management issues

The World Glacier Monitoring Service (WGMS) co-ordinates world-wide glacier monitoring and publishes corresponding data for about 60 glaciers (annual mass balance) and roughly 500 glaciers (length, area and volume change) every 5 years. The WGMS mandate is to continuously upgrade, collect and periodically publish glacier inventory and fluctuation data as well as to include satellite observations of remote glaciers and to assess ongoing changes. 

The data holdings of the WGMS (http://www.geo.unizh.ch/wgms/index1.htm) include the World Glacier Inventory (WGI) containing glacier data describing the spatial distribution and the Fluctuations of Glaciers (FoG) and Mass Balance Bulletin (MBB) which contain data documenting temporal changes in glacier mass, volume, area and length. The WGMS maintains data exchange with the ICSU World Data Center for Glaciology, Boulder (http://nsidc.org/NOAA/index.html), and the UNEP Global Resource Information Database (GRID; see (http://www.grid.unep.ch/)

The ICSU World Data Center for Glaciology, Boulder holds an historical glacier photo collection for N America (see http://nsidc.org/glaciers/science/data.html).
Analysis products

Trends in long time series of cumulative glacier-length and volume changes represent convincing evidence of fast climatic change at a global scale, for the retreat of mountain glaciers during the 20th century is striking all over the world.  Since 1990, the IPCC has documented such changes as evidence of the existence of global warming independent of the various surface temperature datasets (this is considered valid because a world-wide retreat is unlikely to be related to a reduction in global mountain precipitation).  Characteristic average rates of glacier thinning are a few decimetres per year for temperate glaciers in humid climates and centimetres to a decimetre per year for glaciers in continental climates with firn areas below melting temperature.
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Annual (left) and cumulative (right) mass balances of mountain glaciers. Data from the World Glacier Monitoring Service.

Total retreat of glacier termini is commonly measured in kilometres for larger glaciers and in hundreds of meters for small ones. The apparent homogeneity of the signal at the secular time scale, however, contrasts with great variability at local/regional scales and over shorter time periods of years to decades. Intermittent periods of mass gain and glacier advance during the second half of the 20th century have been reported from various mountain chains, especially in areas of abundant precipitation such as southern Alaska, Norway and New Zealand. 
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Cumulative length changes of glaciers from various parts of the world. (Compiled by J. Oerlemans from WGMS data and additional sources).
Analyses of repeated glacier inventory data show that the European Alps, for instance, have lost about 30 to 40% in glacierized surface area and around 50% in ice volume between about 1850 and  1970. A further 25% of the remaining volume may have been lost since then. The recent emergence of a stone-age man from cold ice on a high-altitude ridge of the Oetztal Alps is a striking illustration of the fact that the extent of Alpine ice is probably less today than during the past 5,000 years.

Current capability

Air temperature and, to a lesser degree, precipitation are considered to be the most important factors reflecting glacier changes. Detailed data interpretation, however, is not straightforward and must be assisted by numerical modelling of physical aspects involved with individual cases. 

Cumulative mass balances not only reflect regional climatic variability but also marked differences in the sensitivity of the observed glaciers. Sensitivities of temperate glaciers in maritime climates are generally up to an order of magnitude higher than the sensitivity of polythermal to cold glaciers in arid mountains. Spatial correlations typically have a critical range of about 500 km and tend to markedly increase with growing length of the considered time interval. Decadal to secular trends are comparable beyond the scale of individual mountain ranges with continentality of the climate being the main classifying factor besides individual hypsometric effects. 

The frequency of climate and mass balance fluctuations reflected in glacier length change depends on the size of the observed glaciers. Small glaciers provide annual signals where as the tongue reaction of medium-sized and long valley glaciers undergoes decadal to secular smoothing. Due to varying and predominantly slope-dependent dynamic response times of individual glaciers, analyses of glacier retreat are somewhat at odds with analyses of the instrumental temperature record and the combined hemispheric and global land and marine data. Surging, heavily debris-covered and calving glaciers have strong non-climatic driving mechanisms.
Issues and priorities

· Most major mountain ranges of the world are represented in studies of glaciers and ice caps. A key priority is to continue long-term mass balance observations and expand these into additional regions such as Patagonia, the Andes, Africa and the mountains of New Zealand. More numerous observations of glacier area, thickness and length changes by application of remote sensing technologies (laser altimetry; aerial photography; high-resolution satellite, visible and infrared imagery from systems such as ASTER and Landsat) must be co-ordinated with the in situ measurements being collected by the WGMS.

· The WGMS should assume an enhanced role for quality control, product development and dissemination.

· A re-analysis of archived space-based data on polar ice caps, continental mountain glaciers and ice shelves should be undertaken to determine trends over the recent past.

· Numerical modelling studies confirm that many if not most glaciers of the presently existing world-wide mass balance network could disappear within decades if warming trends continue or even accelerate. An appropriate strategy for dealing with this problem will have to be developed.

· Concerning the sensitivity with respect to sea-level rise, effects of (a) firn warming in presently cold subarctic and high-mountain accumulation areas, (b) possible runaway trends with the mass balance/altitude feed-back on large/flat glaciers with long dynamic response times and (c) large ice volumes below sea level in the case of many important meltwater producers in maritime environments must be considered. 

· Most importantly, world-wide glacier monitoring must receive adequate funding and a new enlarged and internationally organized leading structure in view to the increasing public interest and new data formats. The opportunity of the presently running ASTER/GLIMS project should be used to further develop links with the remote sensing community. 

References

Haeberli, W., Barry, R. and Cihlar, J. (2000): Glacier monitoring within the Global Climate Observing System. Annals of Glaciology, 31, 241-246.

Haeberli, W., Hoelzle, M. and Suter, S. (Eds., 1998): Into the second century of worldwide glacier monitoring: prospects and strategies. A contribution to the International Hydrological Programme (IHP) and the Global Environment Monitoring System (GEMS). UNESCO - Studies and Reports in Hydrology, 56.

IPCC (2001): Climate change 2001 – the scientific basis. Contribution of Working Group I to the Third Assessment Report of the Intergovernmental Panel on Climate Change, Cambridge University Press.

Kääb, A., Paul, F., Maisch, M., Hoelzle, M. and Haeberli, W. (in press): The new remote sensing derived Swiss glacier inventory: II. First results.(4th International Symposium on Remote Sensing in Glaciology, Maryland). Annals of Glaciology 34

Kieffer, H., Kargel, J.S., Barry, R., Bindschadler, R., Bishop, M., MacKinnon, D., Ohmura, A., Raup, B., Antoninetti, M., Bamber, J., Braun, M., Brown, I., Cohen, D., Copland, L., DueHagen, J., Engeset, R.V., Fitzharris, B., Fujita, K., Haeberli, W., Hagen. J.O., Hall, D., Hoelzle, M., Johansson, M., Kaeaeb, A., Koenig, M., Konovalov, V., Maisch, M., Paul, F., Rau, F., Reeh, N., Rignot, E., Rivera, A., de Ruyter de Wildt, M., Scambos, T., Schaper, J., Scharfen, G., Shroder, J., Solomina, O., Thompson, D. van der Veen, K., Wohlleben, T. and Young, N. (2000): New eyes in the sky measure glaciers and ice sheets. EOS, Transactions, American Geophysical Union, 81/24, June 13, 265+270-271.

Paul, F., Kääb, A., Maisch, M., Kellenberger, T. and Haeberli, W. (in press): The new remote sensing-derived Swiss Glacier Inventory: I. Methods. Annals of Glaciology 34.

Variable: Permafrost

Main climate applications 

The stability of permafrost terrain and its distribution, particularly in its southern continental zones and lower boundaries in mountains, is dependent on ground surface temperature regimes. The IPCC Third Assessment Report stated with very high confidence that “regions underlain by permafrost have been reduced in extent, and a general warming of ground temperatures has been observed in many areas  (p. 803, Anisimov et al. 2001). There is consistent evidence of warming, thawing and subsidence of permafrost terrain in the southern permafrost zones and mid-latitude mountains where permafrost temperatures are relatively warm. 

Permafrost temperature data are essential for detecting the terrestrial climate signal in permafrost terrain. Precise measurements of permafrost temperatures can be used to detect integrated changes in the ground surface heat balance an order of magnitude smaller than can be determined by direct instrumental heat balance measurements. Changes in permafrost temperature and thawing of permafrost can result in changes to the surface heat and moisture balances. The strength and stability of frozen ground is temperature-dependent; warming of permafrost may result in ground instability and slope instability which has important implications for infrastructure. Active-layer observations demonstrate a positive response to air-temperature forcing on an interannual basis in a variety of locations world-wide; all sites demonstrate interannual variation. Long-term active-layer records often contain temporal trends that may be correlated to general shifts in atmospheric or oceanic circulation. Temporal synchronicity of active layer observation does not extend consistently throughout the circumarctic region due to regional differences in climate forcing. Variations in soil thaw and related soil moisture affect trace gas emissions and sequestration and surface runoff in the permafrost-affected, organic-rich soils.
Interannual variations in snow cover and soil moisture have a major effect on ground temperatures.
During the period 1995-2000, some sites in Alaska, north-west Canada, the Nordic region and Russia experienced maximum thaw depth in 1998 and a minimum in 2000; these values are consistent with the warmest and coolest summers.

Heat-induced, thaw penetration into the underlying ice-rich permafrost results in surface subsidence and accelerated erosion, thereby affecting infrastructure stability and water quality.

Permafrost thermal data  and active layer thickness are key components for validating  hydroclimatic models, land surface models, and climatic change models.
Contributing baseline (GCOS) observations

There are several temporal and spatial elements that must be considered: the temperature and distribution of the permafrost (perennially frozen ground) and the active layer (thickness of the seasonal thawing and freezing of soil above the uppermost permafrost). These measurements commonly involve a number of agencies and academic organizations in observing countries.

The GCOS/GTOS Global Terrestrial Network-Permafrost (GTN-P) monitoring networks for permafrost borehole-temperatures and active-layer thickness involves several hundred boreholes, mostly in the Northern Hemisphere, and over 100 active layer sites mostly in the Arctic. GTN-P activities are co-ordinated by the International Permafrost Association (IPA).  Minimum requirements for reporting consist of annual permafrost temperature profiles and the maximum thickness of the active layer. 

Temperature in boreholes are obtained by lowering a calibrated thermistor into the hole, or recording temperature from cables installed in the borehole. Monthly permafrost temperature measurements at a range of depths to 100 m are a secondary requirement for boreholes. These allow the seasonal range in temperature in the upper permafrost to be evaluated as well as the longer term trends. 

Active layer-thickness is obtained by physically probing, through the use of thaw tubes or by interpolation of closely spaced soil temperature readings. Seasonal progression of the active layer as monitored are obtained at sites of intensive investigations for process understanding.
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Observed and mean annual ground temperature (MAGT) at a depth of 15 m from 1978 to 2001 at a borehole at Alert, Nunavut, Canada. Monthly mean temperatures determined from data logger records are shown after July 2000 (from Smith et al. in press).

Additional information collected at thermal and active-layer monitoring sites include air temperature, snow depth, soil temperature and other climatic parameters, as available.
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Permafrost distribution in the northern hemisphere and location of candidate boreholes for the thermal monitoring component of the GTN-P.

The borehole network operation is summarized in Burgess et al. (2000, 2001a) and borehole metadata is posted on the GTN-P web site (http://sts.gsc.nrcan.gc.ca/permafrost/gtnp).   Current monitoring activities in Canada and recent trends in permafrost temperature in North America are summarized in Burgess et al. 2001b. (see site example for Alert, Canada). The European PACE network is reported by Harris et al. (2001) and http://www.cf.ac.uk/earth/pace/. Borehole time series for Asian sites are also available.  The five-year summary of the CALM network with metadata  and data available from the TEMS network page and CALM web site: http://www.geography.uc.edu/~kenhinke/CALM/. Gilichinsky et al. (1998) reports on century long trends in Russian soil temperatures to the depth of 3.2 m.

Other contributing observations 

The GTN-P network was created to meet the needs of Global Terrestrial Observing System (GTOS) and the Global Climate Observing System (GCOS) in co-operation with the International Permafrost Association. A number of GTN-P sites, mostly CALM,  are co-located with other networks (ITEX, LTER, ILTER, FLUXNET, SCANNET, ENVINET and contribute to national projects such as the PACE (Permafrost and Climate in Europe) Network, the recently established Canadian Permafrost Monitoring Network, and  those in the Antarctic in co-operation with SCAR). 

Significant data management issues

No international funding is available explicitly for data management for the thermal monitoring component of the GTN-P.  The Geological Survey of Canada has acquired funding for the development of the data management node for the Canadian Network and will develop the data management structure for both the Canadian and international program.  The Geological Survey of Canada plans to continue the management of metadata and co-ordinate data submission and dissemination for the international borehole network as part of its national permafrost monitoring program. 

Submission of annual data summaries is the responsibilities of individual projects in different agencies and organizations in each country. In some instances the data are withheld awaiting formal publication. 

Large amounts of permafrost temperature data were collected over the past 40 years or so throughout the Arctic and Subarctic regions. Many of these data remain in individual or organizational files, and are at risk of being lost (Barry et al. 1995). The IPA Global Geocryological Database (GGD) program and the GTN-P continue to identify these data, but lack resources to recover, archive and further analyze them as baseline information.

Active layer (CALM) observations and data are currently managed through an individual grant from the U.S. National Science Foundation at the Geography Department, University of Cincinnati. Data are archived in the National Snow and Ice Date Centre (NSIDC). The first five-year project ends in March 2003. New funding for CALM data management will be required as well as funding in each country to continue and expand the observing network. 

Analysis products
Products include publications of digital maps, reports on analysis of permafrost temperature time series and documentation of spatial and temporal variation in permafrost temperature and active layer  and validation of hydroclimatic model, land surface models, and climatic change models. 

Metadata and summary data appear on a CD-ROM every five years produced by the NSIDC in co-operation with the International Permafrost Association. 

CALM publications report on gridded data analysis and apply the GHOST tier strategy (see references). Complete multi-year summary of data through summer 2001 is available (Brown et al 2000).

Several publications report on permafrost thermal conditions at single sites or for regional networks (e.g. Harris et al. 2001; Osterkamp and Romanovsky, 1999; Smith et al., 2001).

Current capability

Borehole temperature data are currently obtained at over 300 sites  most of which are in the Northern Hemisphere. The majority of the boreholes are between 10 and 125 m deep.  Shallow temperature records are used to evaluate trends on a decadal time scale and analysis of deeper  borehole temperatures (>100 m) are used to detect trends at century to millennial scale. Many permafrost temperature records are of short duration or discontinuous, but some sites have continuous time series 20-30 years long.

Data are collected at points which are from larger regional transects or networks. Annual active-layer data are reported from approximately 100 sites in both hemispheres. Several time series date back to the 1960s and 1970s. Site locations are biased toward high latitude tundra. Statistical analyses report on spatial and temporal variations  (see references by Hinkel, Nelson, and Shiklomanov as examples).

Issues and priorities

· Essentially all sites require national funds for continuity of data collection and reporting.
· The current GTN-P networks as designed for the detection and observation of active layer and near-surface permafrost response to climate change, require continued annual and multi-decadal observations, improved methods of vertical ground control for thaw and subsidence observations, and additional active layer and thermal monitoring sites (boreholes) are required to address key regional/spatial and thematic gaps.
· An expanded network of sites in the mountainous regions of both hemispheres is required.
· An U.S. NSF funded CALM synthesis workshop in November 2002 recommended new activities and approaches based on:  (1) analysis of spatial patterns of thaw at existing sites and correlation of active layer data with landscape units; (2) analysis of air and soil temperature data; (3) revision and further development of  field measurements, analytic procedures, and archiving protocols; (4) evaluation of active layer models for use in climate-change scenarios; (5) review of the relationship of CALM with other international programs; and (6) discussions on  the future of the CALM program.

· Priorities over the next two years for the thermal monitoring component are: (1) evaluation of site metadata and final site selection; (2) development of database structure, standards and protocols for data submission; (3) compilation and dissemination of summary historical data from network sites; (4) ongoing data submission and management; (5) regional syntheses and summary report documenting spatial and temporal trends in permafrost temperature 
· The status of the GTN-P will be reviewed by the IPA during the Eighth International Conference on Permafrost, to be held in July 2003 in Zurich, Switzerland.
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Variable: River discharge / stream flow

Main climate application 

The terrestrial discharge component is a comparatively small but sensitive and thus significant quantity in the global energy and water cycle at the interface between landmass and atmosphere. As opposed to precipitation, infiltration, soil moisture storage change and evapotranspiration which critically determine water vapour fluxes and thus water and energy transport, it can be measured as an integrated quantity over a large area, i.e. the river basin. This peculiarity makes terrestrial discharge  suited for the calibration, verification and validation of general circulation models (GCMs) applied during the assessment of climate change and of its potential impact on nature, environment and human society. 

It has to be kept in mind, however, that in many cases discharge is a small quantity as compared to the other components of the surface water balance. If discharge is regarded as a residual it is determined by the difference of several much bigger quantities in these cases. As such it may be very sensitive in a modelling exercise and may be the result of many different plausible sets of surface water balance components.

Besides the application in climate applications, river discharge measurements are extremely important with respect to global water resources assessment as well as integrated water resources management including coping with floods and droughts.

Contributing baseline GCOS observations

There are currently no baseline GCOS observations of discharge. 

Other contributing observations

The National Hydrological Services (NHS) of WMO Members (list available at http://www.wmo.ch/web/homs/links/linksnhs.html) operate over 100,000 hydrological stations world-wide (source: http://www.wmo.ch/web/homs/brochure-e/datacoll.html). However, access to their data can be difficult, partly due to their data policies but often also for structural reasons. The organisation of the data holdings is in many cases organised in a scattered and fragmented way, i.e. data is managed at sub-national levels (e.g. river basins, federal states etc.), in different sectors (e.g. water supply, energy generation etc.) and on different (computer) systems. Furthermore, often the authority over the data is not concentrated at the (one) NHS; but even if officially authority is bundled centrally, practice may nevertheless differ.

To overcome these problems ideas have been proposed within the research community to monitor water levels and possibly surface water velocities from satellites for major rivers as well as (during low flows) their cross sections. 

The Global Runoff Data Centre (GRDC), Koblenz, Germany, operates the GRDC database, which currently comprises monthly discharge data from over 6,395 stations as depicted below (of which daily data is available for 3,294 stations) The average time series length is about 30 years. These data are provided by NHS, however considerable communication efforts have to be spend to get access to data. More information about the GRDC is available at http://www.bafg.de/grdc.htm.
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Location of 6,395 river discharge gauging stations stored in the GRDC database, colour-coded by time series end.

Furthermore, the World Meteorological Organisation (WMO) has implemented the World Hydrological Cycle Observing System (WHYCOS, http://www.wmo.ch/web/homs/projects/whycos.html).  WHYCOS is a global programme of regional HYCOSs in the framework of WMO’s World Weather Watch. Besides a support component it exhibits an operational component, which achieves "on the ground" implementation at regional and international river basin levels. WMO is thus supporting the National Hydrological Services in strengthening and updating their observation networks, in adopting modern data collection and transmission technologies and in developing their data management capabilities.

WHYCOS is based on a global network of reference stations, which transmit hydrological and meteorological data in near real-time, via satellites, to NHSs and regional centres.  For the following regions HYCOSs are being implemented: Mediterranean Sea, Southern Africa and West- and Central Africa. For others such as Caribbean Sea, Baltic Sea, Aral Lake, Black Sea, Danube basin, Amazon basin and Nile basin project documents or outlines are prepared. Others so far have merely been considered, such as Caspian Sea, Himalayan region and Arctic basin.

However, the accessibility of WHYCOS data is very heterogeneous and thus difficult, both, from an organisational and a technological point of view.  Data policies are sometimes restrictive and not all data collected is being published. Where it is published it is not necessarily structured in a way to easily access it.  A more standardised and automated method needs to be developed.

Finally, a new GCOS/WMO-sponsored network the GTN-H (Global Terrestrial Network for Hydrology) has been implemented in 2001 to improve accessibility of already existing data.  GTN-H aims at complementing the existing global terrestrial networks, GCOS (Global Climate Observation System) and GTOS (Global Terrestrial Observation System). Altogether ten different hydrologic variables (e.g. precipitation, soil moisture, water vapour pressure and discharge data) have to be collected within this initiative as near real time data. The task of the Global Runoff Data Centre (GRDC), Koblenz, Germany, is to collect, harmonise and disseminate the discharge data component. This includes storing these data for direct access on an internet-based data-platform. Once fully implemented, GTN‑H is expected to provide users with timely access to global hydrological data and metadata, and generate relevant products and related documentation in a time frame and of a quality that is required by users.

Significant data management issues

In spite of the wide recognition that hydrological data in general and specifically river discharge data  information is needed, the past two decades have seen a world wide decline in the coverage and reliability of systems for the collection of hydrological data and too little has been achieved in the integration of data already available.

In May 1999, the Thirteenth WMO Congress adopted Resolution 25 (Cg-XIII) entitled "Exchange of Hydrological Data and Products". This resolution calls upon members to broaden and enhance the free and unrestricted international exchange of hydrological data, in consonance with the needs of the global hydrological community and the requirements for WMO's scientific and technical programmes. 

(Background information on these issues is available from "Exchange of hydrological data and products" by P. Mosley, WMO/TD No.1097.)  In addition WMO Resolution 21 (Cg XII, 1995) explicitly calls for support of the Global Runoff Data Centre (GRDC).

Analysis products

Gauging stations are not homogeneously distributed in space. Moreover, time series are not necessarily continuously measured nor do they in general have overlapping time periods.  To overcome these problems with regard to regular grid spacing used in GCMs, different methods can be applied to transform irregular data to regular so called gridded runoff fields.  Large numbers of GRDC station data have been used in a couple of global studies including (i) the Global Composite Gridded Runoff Fields of mean monthly runoff (http://www.grdc.sr.unh.edu/) in co-operation with the University of New Hampshire, USA and (ii) the Global Water Assessment and Prognosis model WaterGAP which also accounts for water uses (http://www.usf.uni-kassel.de/english/personal/petrasub/watergap.htm) in co-operation with the Center for Environmental Systems Research, University of Kassel, Germany.

Based on updated data the GRDC is currently reiterating its estimate of long-term mean annual freshwater surface water fluxes into the world oceans. Applying a new GIS based methodology involving a DEM (digital elevation model)  it will be possible to estimate freshwater fluxes from arbitrary reaches of the coastline. Only a significant improvement of data availability will allow the extension of this analysis to estimates of individual years.

Current capability

The current capabilities at a global scale are limited to estimations of mean monthly gridded runoff values as there is no operational system that provides near real time data from many large rivers discharge stations in the world. GTN-H (see above) will seek to contribute to a change in this situation.

Issues and priorities

· Authority over hydrological data and information and specifically on river discharge is scattered regionally and sectorally, resulting in highly fragmented approaches to their management. Researchers and managers either spend too much time retrieving data or omitting relevant information, both leading to stagnation in research and management.  Thus, the primary issue and priority is to raise public and political awareness on the need to better integrate existing information in both, an organisational and technological sense. This will not be achieved without considerable investments in suitable infrastructure.

· Another important issue is to counteract the existing trend to give up monitoring and archiving of discharge data. 

· From the perspective of climate change and taking into account monetary limitations, emphasis should be given on the large scale in the first place, i.e. to near real time measurements of discharge from the largest rivers in the world. GTN-H is committed to concentrate on these rivers.

· There is a need to provide the observations identified by the GTN-H, including river discharge, to the appropriate international data centres.

Variable: Ground water

Main climate application 

A significant portion of the world’s fresh water occurs as ground water (approx. 30%) It has two distinct functions: (i) extremely significant source for urban and rural water supply and for irrigation (high reliability during droughts, modest development cost); and (ii) providing dry weather river flows and sustaining wetland ecosystems (as such groundwater interacts with evapotranspiration which is a critical hydrological link between the earth’s surface and the atmosphere being a critical process controlling water and energy redistribution).

Both recharge and discharge rates of ground water are affected by climate, however in complex and generally not instantaneous ways. Depletion of ground water stored in aquifers around the world (i.e. ground water mining) is due to withdrawals exceeding recharge. Climate change toward hotter and drier climates would encourage withdrawals for water supply and irrigation. As such, ground water depletion is a critical component for assessing impacts of climate change. 

Contributing baseline GCOS observations

Currently there are no baseline GCOS observations of groundwater.

Other contributing observations

Many National Hydrological Services (NHS) or similar national agencies world wide operate groundwater measurement networks and or store groundwater related information gained in the scope of international consulting projects. However, as for river discharge, the access to their data can be difficult, partly due to their data policies but often also for structural reasons. The organisation of the data holdings is in many cases organised in a scattered and fragmented way, i.e. data is managed at sub-national levels (e.g. river basins, federal states etc.), in different sectors (e.g. water supply, energy generation etc.) and on different (computer) systems. Furthermore, often the authority over the data is not concentrated at the (one) NHS; but even though officially authority may be bundled centrally, practice may nevertheless differ.

Ground water is one of the hydrological variables relevant to climate change that is part of the new GCOS/WMO-sponsored GTN-H (Global Terrestrial Network for Hydrology) which was implemented in 2001 to improve accessibility of already existing data. 

Significant data management issues

Not enough attention has been paid internationally to monitoring ground water resources and assessing its sustainability. There is increasing evidence of deterioration of groundwater resources due to: (i) excessive pumping in relation to replenishment, (ii) excessive contaminant discharges to the subsurface.

There is a general lack of knowledge and unawareness about state of groundwater resources, consequences are: (i) inadequate scientific basis for decision-making in groundwater resource management and protection, (ii) inadequate data to represent the role of groundwater in regional and global water balances and chemical mass balance studies

In May 1999, the Thirteenth WMO Congress adopted Resolution 25 (Cg-XIII) entitled "Exchange of Hydrological Data and Products". This resolution calls upon members  to broaden and enhance the free and unrestricted international exchange of hydrological data, in consonance with the needs of the global hydrological community and the requirements for WMO's scientific and technical programmes. 

(Background information on these issues is available from "Exchange of hydrological data and products" by P. Mosley, WMO/TD No.1097.) 

Furthermore, the establishment of an International Groundwater Resources Assessment Centre (IGRAC)  has been pushed forward by the 14th Intergovernmental UNESCO-IHP Council Meeting in June 2000 through adoption of Resolution XIV-11 and the 11th Session of the WMO Commission for Hydrology in November 2000 through adoption of Recommendation CHy-XI-1. The Netherlands Institute of Applied Geoscience TNO has been proposed to establish and accommodate IGRAC. Negotiations on funding with the Dutch Government are underway. WMO-EC-LIII approved Recommendation  CHy-XI-1 that requests the Secretary-General of WMO to collaborate with the Director-General of UNESCO in facilitating the establishment of IGRAC, in particular by mobilising financial support, setting up an International Steering Committee and close coordination with other UN bodies, most important UNEP and IAEA.

Analysis products

The Commission on Hydrogeological Maps of the International Association of Hydrogeologists (IAH) in cooperation with the International Hydrological Programme (IHP) of UNESCO and the Commission for the Geological Map of the World (CGMW) has launched the World Hydrologeological Mapping and Assessment Programme (WHYMAP, http://www.iah.org/whymap.  The objectives of WHYMAP are to summarise available groundwater information on a global scale (1:25,000,000) and do this through a geo-referenced information GIS. The project is scheduled to be completed in 2004.

The following products are not yet available but planned by the International Groundwater Resources Assessment Centre IGRAC (in statu nascendi) 

· An overview of the world’s major aquifers, including their distribution, level of exploitation and their general functioning in relation to surface water

· A diagnosis of trends in hydraulic heads and water quality for the world’s major aquifers

Issues and priorities

· Creation of a global information system on groundwater resources assessments with key supporting data, including depth to water table, net water volume change (annual, monthly).

· Preparation of guidelines and tools for data collection and aquifer monitoring.

· Dissemination and training in appropriate technologies.

· Processing and assessment of monitoring data, in support of and in collaboration with national agencies.

· Promotion of public awareness on the strategic importance of groundwater.

· There is a need to provide the observations identified by the GTN-H, including ground water, to the appropriate international data centres.

Variable: Lake levels and area

Main climate application 

Surface water storage occurs in lakes, reservoirs (and also wetland areas) for water in its liquid phase. The volume of water in a surface storage unit at any one time is an integrator variable, reflecting both atmospheric (precipitation, evaporation-energy) and hydrologic (surface water recharge, discharge and ground water tables) conditions. Depending on the storage capacity of a reservoir, it may primarily reflect human control. However, if lakes and wetland areas are not being affected by excessive withdrawal, they are strongly driven by extant climate conditions and are important for assessing net climate effects over time. If climate change is leading to a hotter and drier mode, then lakes and wetlands should reflect this promptly. Internally draining lakes such as Aral or Tchad lake or the Okavango basin are especially important.

Contributing baseline GCOS observations

Currently there are no baseline GCOS observations of lakes. 

Other contributing observations

The National Hydrological Services (NHS) of WMO Members (list available at http://www.wmo.ch/web/homs/links/linksnhs.html) operate over 100,000 hydrological stations world-wide (source: http://www.wmo.ch/web/homs/brochure-e/datacoll.html), some of which certainly are monitoring lakes.  However, as for river discharge, access to their data can be difficult, partly due to their data policies but often also for structural reasons. The organisation of the data holdings is in many cases organised in a scattered and fragmented way, i.e. data is managed at sub-national levels (e.g. river basins, federal states etc.), in different sectors (e.g. water supply, energy generation etc.) and on different (computer) systems. Furthermore, often the authority over the data is not concentrated at the (one) NHS; but even if officially authority is bundled centrally, practice may nevertheless differ.

A draft proposal on the establishment of an International Centre of Data on Hydrology of Lakes and Reservoirs has been developed by the State Hydrological Institute (SHI) of St. Petersburg.  The most comprehensive assessment to date of the world's water resources was made in the Soviet Union during the 1960's and 1970's as part of the International Hydrological Decade. This effort resulted in publication by UNESCO of an "Atlas of the World Water Balance" (1977) and a landmark book, "World Water Balance and Water Resources of the Earth" (1978). Since 1986 SHI has operated a specialised State Water Database on "Lakes and Reservoirs".  SHI is now in the process to develop the concept for a global database on lakes and reservoirs which ultimately is expected to lead to the formal establishment of such a centre. The proposal will likely need to be approved by international bodies such as the Intergovernmental UNESCO-IHP Council and the WMO Commission for Hydrology.

The International Lake Environment Committee (ILEC, http://www.ilec.or.jp/) was established in 1986. ILEC has have collected environmental and socio-economic data of major or important lakes and reservoirs around the world. In 1988 ILEC started a data collection project entitled "Survey of the State of World Lakes" in co-operation with the United Nations Environment Programme (UNEP). The aim of this project is to gather basic and important environmental information on natural and artificial lakes and its dissemination for their best use, especially in developing countries and countries with economies in transition. In collecting the information, ILEC concentrated not only on general information, but also on physiographic, biological and socio-economic data. The main categories are as follows: location, description, physical dimensions, physiographic features, lake water quality, biological features, socio-economic conditions, lake utilisation, deterioration of lake environments and hazards, wastewater treatment, improvement works in the lake, development plans, legislative and institutional measures for upgrading lake environments, and sources of data.  The ILEC database currently holds metadata of more than 500 lakes from 73 countries. The data can be accessed via http://www.ilec.or.jp/. However, no operational (time series) data is available via ILEC.

The International Commission on Large Dams (ICOLD, http://www.icold-cigb.org/), a non-governmental organisation, established in 1928 provides information on the dams of the world to dam designers and builders, owners and operators, the academic and scientific communities, and the general public. ICOLD has 80 member countries.  ICOLD publishes the "The World Register of Dams" (1998) which provides statistics on over 25,000 dams that are more than 15 m in height. Data reported includes, dam height and crest length, volume of materials in dams, proportion of embankment dams, reservoir capacity and surface area, and discharge capacity of spillways. Other information is provided on dam completion date, location (river, nearest city and state, province or country), type of dam, position and type of sealing element, type of foundation, purpose of dam, type of spillway, owner, engineer, and construction entity. However, no operational (time series) data is available via the "The World Register of Dams".

Data are collected using a form or questionnaire which instructs respondents on how to report data. Detailed instructions are provided to encourage uniformity and comparability of data among all reporting countries. To promote accuracy, each member of the Committee on the Dictionary, the Glossary and the World Register of Dams checks an assigned group of countries.   Some imperfections in the data exist. These include, among others, situations where: old statistics from a previous edition were used (and footnoted) if recent data were not available; all dams which qualify for inclusion in the Register are not included (because some countries have provided incomplete registers of dams); deletions of dams not qualified of inclusion in the Register has not been fully made; dams on international stretches of a river are counted twice; and, dams containing more than one type of construction material are classified according to the material present in the greatest volume of dam, the highest section, or both. Anomalies and exceptions concerning a particular dam, classification of dams, or country-level statistics are noted in the Register (from http://www.wri.org/statistics/icold.html). 

Significant data management issues

In May 1999, the Thirteenth WMO Congress adopted Resolution 25 (Cg-XIII) entitled "Exchange of Hydrological Data and Products". This resolution calls upon members  to broaden and enhance the free and unrestricted international exchange of hydrological data, in consonance with the needs of the global hydrological community and the requirements for WMO's scientific and technical programmes.  Background information on these issues is available from "Exchange of hydrological data and products" by P. Mosley, WMO/TD No.1097.

Issues and priorities

· Create an inventory of all major lakes and their monitoring situation. As there are an estimated 4,000,000 lakes on earth of which the 145 largest (>100 km2) make up 95% of the volume (168,000 km3) it is recommended to begin with these and to proceed with the additional 500 lakes stored at ILEC.  Dynamic information on a seasonal basis is required for climate assessment.

· As has been proposed earlier (GCOS-Report 32), areal extent of surface water bodies should be estimated from satellite data and developed in monthly time series. If further on volume-area relationships should be developed (confirmed in situ to 5%) then volume fluxes could be estimated. If not, in situ depth variations should be measured and depth flux-volume change relationships developed.

· There is a need to provide the observations identified by the GTN-H, including lake levels and area, to the appropriate international data centres.

Variable: Land surface albedo

Main climate applications 

Land surface albedo, the (non-dimensional) fraction of the incoming irradiance that is reflected by a surface, controls the amount of solar radiation that is effectively absorbed by the corresponding terrestrial environment. Together with the surface emissivity, this geophysical variable determines the net radiation balance at the surface and therefore the amount of radiative energy available for storage as internal energy (temperature changes) or chemical energy (photosynthesis of organic compounds), or for energy exchange with the atmosphere (as sensible and latent heat fluxes).

Contributing baseline GCOS observations
National Meteorological Services and investigator-lead field campaigns may acquire local measurements of land surface albedo. The Global Energy Balance Archive (GEBA) collects carefully controlled station data sets as part of the World Climate Programme-Water initiative.

Space-based missions dedicated to the monitoring of the radiation balance of the Earth, such as ERBE and CERES, have routinely monitored planetary albedo, but these data only refer to the so-called top of atmosphere albedo and have been acquired at very low spatial resolution.

Reflectance measurements acquired by imaging space-borne Earth Observation sensors may be used to derive albedo estimates, but this approach implies significant theoretical background and requires substantial data acquisitions, in particular in the spectral and directional domains, to allow the necessary integrations and yield a product at a reasonable accuracy. Global data sets of surface albedo have been recently compiled by space agencies or affiliated research institutions and made available on the Internet.

Other contributing observations
All observations that lead to a characterization of the irradiance (in particular to determine the amounts of direct and diffuse radiation, but also to document the spectral and directional effects of aerosols and clouds) are relevant to the precise estimation of surface albedo. Similarly, any information that may help characterize the anisotropy of the surface reflectance field could contribute to the improvement of the quality of this product.

Significant data management issues
Land surface albedo archives have been compiled by research institutions (e.g., the GEBA at the ETH-Zurich, on behalf of WMO and ICSU) or by space agencies (e.g., NASA). All institutions using Global Circulation Models (GCM) require spatial distributions of surface albedo as a prerequisite to run their models. In many cases, these variables are simply assigned constant values on the basis of an assumed land cover type and possibly season. 

Analysis products
For the purposes of weather forecasting and climate simulations, land surface albedo distributions are required globally (sometimes regionally) at spatial resolutions much coarser than provided by typical satellites, but at time intervals more frequent than can possibly be achieved (at least currently) by such space-borne systems. Albedo products thus need to be manipulated to provide the necessary spatial and temporal coverage and resolution. Land surface albedo products have also proven useful to monitor desertification, deforestation and other forms of land degradation.

Current capability
Land surface albedo is highly variable in space and time. Hence, local (field) observations are usually not representative of large areas. These measurements are intrinsically sensitive to the distribution of sky radiance, and assume that the underlying surface is homogeneous. Field measurements are generally inadequate for global meteorological or climatological studies. Satellite-derived products may be much more appropriate to monitor the state and evolution of land surface properties but the reliability of existing data sets should be established.

Issues and priorities

· State of the art algorithms to derive land surface albedo from geostationary sensors have been demonstrated. These should be evaluated, upgraded and systematically implemented to process the data generated by the entire fleet of such platforms. This would ensure an almost global daily coverage of the planet for this key geophysical variable.

· Algorithms have similarly been proposed for polar orbiting instruments, although their reliability is questionable when they rely on single- (rather than multi-) directional sensors. These approaches and the corresponding products should be benchmarked, both within polar orbiting systems and with geostationary platforms, with a view to improve the tools and techniques of data processing, to ensure the quality of the products, and to substantiate the need for more advanced observation systems (see below).

· Accuracy requirements of specific users (e.g., for numerical weather forecasting as well as for climate simulations) have been set at 1%, although such accuracy cannot be achieved operationally yet, either in the field or from space-based platforms. These requirements (as well as those of other users) should be documented so that further investments in science and technology can be fully justified.

· Future operational platforms of Earth Observation should systematically include multiangular and multispectral observation capabilities to allow the operational monitoring of albedo and other key land surface properties at the required accuracy.

· Data archives accumulated since the start of Earth Observation from space should be reprocessed in the light of recent advances in radiation transfer theory, algorithmic design, and surface as well as atmospheric characterizations, with a view to improve (or in some case provide for the first time) consistent, accurate and standardized land surface albedo products that may both be ingested by climate models and serve as reliable indicators of climate change or environmental degradation over the last 20 to 30 years.

· Although the concept of albedo is generally simple to understand, actual instruments generally measure reflectances and other related but different concepts. Considerable confusion exists on the nomenclature of these concepts as well as in the use of products. Adherence to the nomenclatures proposed by the relevant international committees should be promoted, actual products should be fully documented as to the methodology used to generate them, and extensive educational and outreach efforts should be entertained to reduce existing confusion and associated misuse of these products.
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Variable: FAPAR

Main climate application

The Fraction of Absorbed Photosynthetically Active Radiation (FAPAR, non-dimensional) refers to the fraction of the incoming Photosynthetically Active Radiation (PAR) that is effectively used in photosynthesis.  FAPAR is a primary variable controlling the photosynthetic activity of plants, and therefore an indicator of the presence and productivity of vegetation and the intensity of the terrestrial carbon sink.  FAPAR varies in space and time due to differences in species and ecosystems, weather and climate processes, and human activities.  It is a key variable in the carbon cycle and thus in the assessment of greenhouse gas forcing.  Spatially-detailed descriptions of FAPAR provide information about carbon sinks and can help to verify the effectiveness of the Kyoto Protocol's flexible-implementation mechanisms.  Changes in FAPAR are also an indicator of desertification and the productivity of agricultural, forest and natural ecosystems.

Contributing baseline GCOS observations
There are no known global networks that systematically collect FAPAR measurements. 

Other contributing observations
Regional initiatives such as the CarboEurope cluster of projects may encourage individual investigators to measure FAPAR (or, more likely, to gather indirectly related variables from which it can be derived) during field campaigns. Aside from the technical difficulties of directly measuring this biogeophysical quantity in the field, FAPAR is quite variable in space and time, so that any local measurement would have a limited degree of representativity.

Estimates of the geographical distribution of FAPAR have been derived from satellite data, but until recently the methodological basis of these algorithms has been rather weak. Theoretical research over the last decade and the availability of sensors implementing better spatial, spectral and directional observation protocols have stimulated the development of new algorithms which yield much more reliable products.  However, the accuracy with which FAPAR can be inferred from satellite measurements is rather dependent on the capability to simultaneously document the state of the overlying atmosphere. Thus, ancillary data to characterize the physical properties of the geophysical elements interacting with the radiation field may help improve the quality of this product. 

Significant data management issues
There is no known global historical archive of FAPAR data. However, new products are being generated on the basis of currently or recently acquired data, and these are usually archived by space agencies.

Analysis products
Various higher-level products can be derived from FAPAR datasets, especially when the latter are combined with complementary sources of information. These include distributions of primary and secondary productivity, estimates of net carbon assimilation in plant canopies, and the documentation of significant changes and perturbations in the vegetation cover (e.g., impacts of fire, pests and diseases, deforestation, etc).

Current capability
Major efforts are under way to generate global data sets of FAPAR for relatively long periods (i.e., one or more years). Little has been achieved so far, however, to compare the various products being generated independently or to assess the reliability (uncertainty) of these estimates.

Issues and priorities
· Algorithms to estimate FAPAR on the basis of satellite remote sensing data should be benchmarked, and the resulting products compared, both between themselves and with field measurements, as and when appropriate, to characterize the reliability of these products.

· Many plant canopy variables have been claimed to be retrievable from an analysis of satellite remote sensing data. In most cases, the proposed methodologies rely on very simple (and likely unreliable) approaches. There are good reasons, grounded in physical reasoning, to support the claim that FAPAR is more likely to be reliably estimated than most other biological variables that have been investigated, thus it is recommended that this variable is considered a high priority for land surface monitoring.

· The specification of the characteristics of future Earth Observation systems should aim at acquiring not only data directly relevant to the assessment of FAPAR, but also the spectral and directional data that are required to determine all related aspects of the surface-atmosphere system.
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Variable:  Fire disturbance (burnt areas and active fires)

Main applications
Information on the location of active fires and the size and characteristics of burned areas is in great demand by the scientific community, land managers and decision-makers for a number of reasons.

Emissions from biomass burning are known to contribute up to 40% of the anthropogenic origins of carbon dioxide (CO2), 43% of carbon monoxide (CO) and 16% of methane (CH4). Other greenhouse gases emitted to the atmosphere as a result of biomass burning include NO2, H2SO4 and HNO3. Biomass burning releases aerosols to the atmosphere in the form of smoke and black carbon. These aerosols can have an impact of the cloud formation and the radiation balance. These gases also contribute to the acidification of precipitation.

Recent events in Australia, North America and Indonesia have shown that information on the spatial and temporal distribution of active fires is needed. The effects on human society that these devastating fire events bring are numerous (including health, transport, livelihood and communications).

Fire activity has a direct impact on shaping vegetation cover types and conditions. Depending on the ecosystems fire is part of the equilibrium (as is the case in the majority of African savannas), or can cause a strong disturbance in the equilibrium (as is the case in tropical forests) or is a driving force in the successional dynamics of the vegetation (as is the case in boreal forests).

Characterization of fire activity by Earth Observations

Satellite observations can provide directly information on three main parameters related to fire activity: location and timing of active fire events (both day and night), spatial extent of the burned area, location, size and dynamics of smoke plumes.  These three parameters can be observed over a time period to provide the temporal information of the fire activity event.

Other contributing observations

To be fully exploited, information on vegetation cover type and conditions (wet, dry etc.) are required. In most cases, the information can be provided by Earth Observation data.

Significant data management issues

Due to the nature of the phenomena, which is difficult to predict, it is essential that continuous observations be made. In addition, global ecosystem and climate models currently do not utilize data on biomass burning. Information on biomass loadings (from land cover maps) and emission factors for specific ecosystem types need to be assimilated.

High-level fire products

From the three main parameters mentioned previously, a series of high-level products can be derived. These include statistics reported at the level of the country, estimation of burned biomass and emission products, assessment of disturbance level to the vegetation cover and to the air quality.

Current capability

Current sensors providing information on active fires, burned areas and smoke plumes include ATSR(-2), AVHRR, SPOT VEGETATION, MSG, GOES. Currently, research into active fire monitoring is multi-year. For the estimation of burned areas, products are restricted either to small regions with multi-year coverage or are global but are limited to a certain time period (i.e. one year of data at monthly intervals).  A historical record of fire activity and burnt area could be prepared by reprocessing archived data from Earth Observation satellites (1982 - 2003), the reprocessing would need to address known problems such as directional effects, instrument calibration drifts and atmospheric correction.

Issues and priorities

· Lack of an operational Earth Observation platform dedicated to fire monitoring for the future (for instance ENVISAT has a operational period of only 5 years).

· Analyses and interpretations of historical archives are considered indispensable for assessing the average fire regime and to detect changes or trends in these regimes.  Archived Earth Observation data should be reprocessed to produce a consistent dataset on fire disturbance and their trends.

· Improving the temporal resolution of the global estimates of burned areas as required by the user communities. Currently, global monthly products for the year 2000 are available. Future products may be at a daily interval covering several years.

· More involvement in international programmes such as the Global Climate Observing System (GCOS), the Global Terrestrial Observing System (GTOS), the Intergovernmental Panel on Climate Change (IPCC) and the Global Observation of Forest Cover – Global Observation of Land Cover (GOFC-GOLD) program.

· Strengthen networks and collaborative partnerships between modellers (in the field of atmospheric chemistry and land cover dynamics) and the Earth observation community.

· Secure or implement a global network of validation and monitoring sites, (i) representative of the main biomes affected by fire activity, (ii) long term observation, (iii) financial commitment of the international community to sustain the collection of environmental information at these sites.

· Increase the awareness of potential users to fire and burned area products derived from satellite data for global change research, fire management policy and land use planning. 

Variable: Land cover (including vegetation type)

Main climate application 

Land cover describes the distribution of vegetation types and human use of the land for living space, agriculture and forestry.  Natural vegetation distributions are in large part due determined by regional climate, and their changes provide a way to monitor climate change.  The spatial pattern of land cover is also critical information for determining the capacity of biodiversity to adapt to climate change.  Land cover changes also occur in response to changes in weather patterns and changes in land management/land use.  Changes in land cover force climate by modifying water and energy exchanges with the atmosphere, and by changing greenhouse gas and aerosol sources and sinks.  Many climatically-relevant variables that are difficult to measure at a global scale (e.g. surface roughness) can be inferred reasonably well from vegetation type.  Thus land cover can be a surrogate for other important climate variables. 

Contributing GCOS/GTOS baseline observations
None

Other contributing observations
Although land cover can be measured using data from Earth Observation satellites, the currently available global land cover data sets vary significantly, are of uncertain accuracy and use different land cover type characterization systems.  Data are also provided from different sources and at different spatial resolutions.  The lack of compatibility between the products means that there are significant difficulties in using them to measure and monitor climate-induced or anthropogenic changes in land cover. 

International organisations, such as FAO, contribute to the land cover by providing national tabular assessments of forests, grazing and crop areas on a regular basis (e.g., the FAO forests assessment was updated every decade; crop statistics are provided on an annual basis). The locations of these land covers are not specified, which reduces the utility of the data sets. 

Significant data management issues
The current land-cover data sets are well described in the scientific literature and freely available for the Internet.

Analysis products

Several research groups at the University of Wisconsin and RIVM have tried to enhance the resolution of the land-cover data sets by combining tabular, satellite-based and other data sources. In this way they estimated patterns of land-cover change over the last century.

Current capability
The current observation capability allows that local and regional land-cover products are developed at high resolution and with high precision for dedicated projects but that global applications are rare and only done for a specific time slice. It is therefore almost impossible to get a comprehensive quantitative overview of land-cover change.

Issues and priorities
· An international body should advise on standards for the production of land cover maps, specifically in terms of the resolution and land-type characterization to be employed.

· There is an urgent need to develop a comprehensive time series of recent land cover changes with a high spatial resolution and a decadal temporal resolution.  Existing land cover data should be analyzed and/or reprocessed, wherever possible, to ensure the compatibility of maps produced for the last decade.  New land cover maps should be produced every 5 years.

· Significant improvements to historical land-use data sets could be achieved if more and better-documented inventory data sets were made available. Improved algorithms linking in-situ data and FAO agricultural statistics with satellite-based classifications are required.

· Improved algorithms have to be developed to compare/translate the different characteristics of the generally discrete land-cover classifications. Improved algorithms are needed for assigning land-surface properties to the discrete classes of the available land-cover classifications.

Variable: Biomass/NPP

Main climate application 

Net primary production (NPP) is the biomass growth of vegetation measured over a specific time period. NPP is effectively the beginning of the carbon cycle, quantifying the mass of carbon dioxide fixed into living plant tissue. NPP also provides a practical measure of the food, fibre and fuel of vegetation produced for human consumption. The MODIS NPP algorithm uses a widely recognized production efficiency logic simplifying the many physiological details of plant growth into a simple algorithm. Photosynthetically active shortwave radiation is absorbed by the vegetation canopy, (computed from the FAPAR variable from MODIS), then is transformed by a conversion efficiency term to give vegetation biomass growth, including respiration costs computed from MODIS derived LAI. Climatic constraints to the conversion efficiency are based on known physiological responses by plants to low air temperature and suboptimal humidities for stomatal conductance.

Contributing baseline GCOS observations
None

Other contributing observations
The NPP algorithm uses 8-day MODIS LAI and FAPAR as inputs, and 3-hr assimilated and gridded surface meteorology, derived from the NASA Goddard Data Assimilation Office (DAO). The NPP algorithm also uses the MODIS 1-km landcover to define the vegetation type. Ground-based validation of the satellite derived landcover, LAI, FAPAR and final NPP are essential to determining the overall accuracy of these measures. 

A substantial array of validation activities are underway, predominantly using the global FLUXNET network of eddy-covariance CO2 flux towers. However, fluxtowers measure net biosphere-atmosphere CO2 exchange, NEE, so transformation to NPP is required. The GTOS-NPP project was designed as a ground component to complement the satellite driven NPP.

Significant data management issues
Each 8-day global NPP file is 1.4GB, covering 150 million 1km pixels, and extracting local subsets of data is not yet routine. Long term archive, availability and cost of this data is not yet assured. 

Analysis products

The 8-day NPP data can be used to quantify duration of growing season, and compare geographic regions and year-to-year variability. Applications in crop, range and forest production can be derived. Land CO2 source/sink  timing and inference of magnitudes can be developed from the dataset, including analysis of interannual variability in atmospheric CO2. 

Current capability
Daily photosynthesis is computed, and summed first to an 8-day gross primary production output product, subtracts maintenance respiration of tissue and a final annual NPP.  These calculations are made at 1 km resolution from the MODIS data, with the DAO meteorology at 1 degree. Data are available globally  from Jan 1, 2001 and will continue at least through the end of the EOS mission in 2007. Subsequent  algorithms for a continuing product are being planned for the next generation U.S.  NPOESS platform. 

Issues and priorities
· Current priority is validation of this new global dataset from ground measurements. Next priority is improving discrimination of biome types and improving the representation of biome specific physiology in the efficiency coefficients. 

· The Space Agencies should be encouraged to support the design and implementation of operational satellite missions based on technologies that have been demonstrated capable of measuring vegetation biomass globally.
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Variable: Air-sea fluxes
Main climate application 

Reliable estimates of the air-sea fluxes of heat, momentum and freshwater are vital to improve our understanding of the coupled ocean-atmosphere system, to understand and attribute change observed in the ocean, and to determine the ocean’s role in climate variability and change. The important question is to what extent our present knowledge of the fluxes is adequate for these purposes.

Contributing baseline GCOS observations

The basic set of physical fluxes between the atmosphere and ocean are the transfers of shortwave radiation, longwave radiation, sensible heat, water vapour, precipitation and momentum (wind stress). Given these, the various flux variables which couple the atmosphere and ocean can be determined. 

The main sources of flux estimates are in situ measurements from moored buoys and ships, remotely sensed data from satellites, and the output from numerical forecasting models.

Other contributing observations

National process studies initiatives (e.g. direct measurement of the turbulent fluxes on research ships or fixed platforms).

Significant data management issues

Analysis products

Global analysis from ECMWF and NCEP reanalysis products.  Version 2 of Goddard Satellite-based Surface Turbulent Fluxes dataset derived from SSM/I data (July 1987 to December 2000; 1-degree lat. by 1-degree long.).  Surface wind fields and latent heat fluxes estimated using ERS-2, NSCAT, DMSP and AVHRR data for global oceans - 30 September 1996 to 29 June 1997 (Betamy et al.), Chou et al. satellite fluxes (global, July 1987 - December 1994), Lin et al. satellite fluxes (TRMM (tropics), January 1998 - August 1998), Schultz et al. satellite fluxes (global, July 1987 - present), Jones et al. satellite fluxes(tropical Pacific, 1988 - 1999), Curry et al. satellite fluxes (TOGA COARE IFA), the Hamburg Ocean Atmosphere Parameters from Satellite , Japanese Ocean Flux Data Sets with Use of Remote Sensing (Kubota et al., 2002).  A new global air-sea heat and momentum flux climatology has recently been developed at the Southampton Oceanography Centre (Josey et al., 1998). Global climatologies of Oberhuber (J. M. Oberhuber, "An atlas based on `COADS' data set," Tech. Rep. 15, Max-Planck-Instutut für Meteorologie, 1988), S. K. Esbensen and Y. Kushnir 1981, "The heat budget of the global ocean: An atlas based on estimates from surface marine observations," Tech. Rep. 29, Clim. Res. Inst., Oreg. State Univ., Corvallis and DaSilva, 1994 Atlas of Surface Marine Data 1994, a five-volume atlas series depicting the seasonal and yearly variations of the surface marine atmosphere over the global oceans, FSU/Florida State University wind analysis. 

Current capability

Global fluxes from satellite products, good spatial but poor temporal resolution. In situ data and meteorological reports from the Voluntary Observing Ships (VOS) of the World Weather Watch and NWP products. Passive microwave radiometers provide the foundation for several global data sets of wind speed. Scatterometers, which measure backscatter from the sea surface to provide global near-surface wind speeds and directions, provide the most promising wind data.

Issues and priorities

Surface fluxes cannot be adequately determined by a single observation strategy, be it in situ measurements, satellite data, or numerical models. A combined strategy is required. Specific high priority actions should include: 

· Improved measurements (sampling frequency) on selected VOS. 

· Shortwave and longwave radiometers on selected VOS. 

· Satellite-based estimates of radiation and precipitation. 

· A sparse global array of moored buoys is needed to provide reference, high-quality, in situ data for satellite algorithm development and calibration.

· Satellite data retrieval algorithms improvement and intercomparison.

· Continuation of scatterometer fluxes and ECMWF/NCEP reanalysis fluxes.
Variable: Ocean boundary currents and overflows

Main climate application

Upper ocean western boundary currents (such as the Gulf Stream and the Kuroshio) in each of the ocean basins are one of the principal mechanism by which the oceans transport warm water poleward at midlatitudes.  This warm water loses heat at high latitude, becomes heavier and thus sinks to the ocean floor and is returned to low latitudes via deep western boundary currents.  Heat and freshwater transports between ocean basins are controlled by flows in narrow channels through ridges separating the basins.  Other choke points in the global system of currents are the Indonesian Archipelago where warm water flows from the Pacific to the Indian Ocean and south of Africa, Australia and South America where the Southern Ocean allows a global circulation to exist.  This system of currents (the global thermohaline circulation) is a major component in the transport of heat around the globe thus influencing regional climate on interannual to centennial (and beyond) time scales.  One of the concerns expressed in the IPCC report is disruption of the global thermohaline circulation in both the northern and southern hemisphere with significant but poorly understood implications.  Eastern boundary currents are weaker than western boundary currents but also contribute to ocean heat fluxes and are of regional importance.  

Contributing baseline GCOS observations

Despite the importance of the global thermohaline circulation, there is as yet no baseline set of observations of these currents because of the challenging observational issues.  This challenge is beginning to be met using techniques developed over the past decade or so; e.g. the Gulf Stream transport is routinely estimated east of Florida (USA) using sea level observations from tide gauges, an undersea cable and direct observation from a merchant vessel, and a multiyear time series of the flow through the Denmark Strait and the Faroe-Shetland Channel is being compiled.  There are also some repeat observations of other western boundary currents using merchant vessels to gather data on temperatures and currents in the upper few hundred metres.  No deep currents or eastern boundary currents are at present being observed on an ongoing basis.  

Other contributing observations

Satellite altimeter and tide gauge sea level observations and upper ocean temperature observations can, after 'calibration' with more complete in situ observations, be used to estimate near surface western boundary currents.  Such a technique has been successfully developed for the Kuroshio south of Japan.  

Global ocean models assimilating all available data provide estimates of major boundary currents.  Testing of the accuracy of this approach is only just beginning.  

Research is progressing on the use of repeat measurement of ocean tracers to indirectly infer changes in the ocean thermohaline circulation.  

Boundary current observations need to be made in conjunction with basin-wide observations in order to quantify recirculating components.  

Significant data management issues

There is essentially no regular data to manage.  The upper ocean temperature observations and the proposed North Atlantic observations will be managed as part of limited term research programs.  

Analysis products

With the exception of estimates of the transport of the Gulf Stream east of Florida and the Kuroshio south of Japan essentially no routine products are regularly available.  Surface currents in the Gulf Stream and Kuroshio are routinely mapped by weather services for operational purposes but these fields are of insufficient accuracy for climate purposes.  

Current capability

The research community currently has the capability to make routine estimates of the transport of the Gulf Stream east of USA and the Kuroshio off Southern Japan.  

All other boundary current measurements require further development.  The research community (funded by NSF and NERC) is currently developing a plan for a prototype observing system of major current systems in the North Atlantic.  

Ocean gliders are presently being used experimentally to measure boundary currents and in the future they are potentially an important boundary current measurement technique.  

All of the research projects require transition to operational programs.  

Issues and priorities
· Maintenance and enhancement of routine upper ocean observations of boundary currents using merchant vessels (e.g. high density XBT observations, underway acoustic Doppler current profiler measurements).  

· Design and implementation of a prototype observing system of all western boundary currents.  

· Repeat observations of deep ocean properties.  

· Design and implementation of a prototype observing system of major choke points (both upper and deep ocean).  

· Development and operational use of ocean models assimilating all available satellite and in situ data.  

Variable: Lake and river freeze-up and break-up dates

Main climate application 

Freeze-up/break-up dates are demonstrably well correlated with autumn and spring air temperatures, respectively. Typically a 4-7 day change in event date corresponds to a 1 deg Celsius change in air temperature. The 2001 IPCC Vol. 1 recognizes lake freeze-up/break-up dates as a high priority (two star) variable.  Long-term records exist for many water bodies in northern high latitudes and can complement and extend the climate station networks.  Changes in lake and river ice cover will have not only ecological effects on freshwater systems  but can also have significant economic effects, for example, by affecting ice road transportation.  Polar lakes with permanent ice cover may be particularly sensitive indicators of high-latitude change.

Contributing baseline (GCOS) observations

None

Other contributing observations

Freeze-up/break-up on lakes and rivers are collected by various hydrometeorological agencies and hydropower companies. Visual observation are made daily in spring and autumn.  Satellite mapping is feasible but appears only to have been developed operationally in Canada.  The Canadian Ice Service maps lake ice cover for 136 lakes using AVHRR and RADARSAT.  

River ice data are collected by  the Water Survey of Canada and in Russia by the State Institute of Hydrology, St. Petersburg and by the Russian Hydrometeorological Service. Ice stages - partial, total cover; ice thickness and depth of snow on ice are commonly reported.

Associated measurements include water temperature and air temperature, wind velocity, precipitation, and snowfall at adjacent climate stations; one time data on lake morphology and bathymetry.

Significant data management issues

There are no central archives. NSIDC, Boulder, CO maintains the Global Lake and River Ice Phernology Data base  (http://nsidc.org/data/g01377.html) derived  from an NSF-funded project under J. J. Magnuson. It contains  records for  748 sites; there are no funds to support  updating and further documentation.  There is no centralized information on locations where measurements are being/ have been made, nor details on the water bodies.  Networks are contracting in Canada and Russia.

Analysis products

Generalized  maps of mean break-up/freeze-up dates have been published.    Individual season maps could be prepared if the data were available in near real-time. 

Current capability

This is poorly known as appropriate metadata do not exist.  Weather stations adjacent to lakes and rivers in middle and high latitudes often report ice on/off dates as well as ice thickness.

Issues and priorities

· A central archive or several regional archives (e.g., North America, Northern Europe, the Russian Federation, South America, Himalayas) are needed.

· Ground observations exist for many lakes and rivers in North America, Russia and European  countries; there are inadequate metadata and archives.  

· A comparison of conventional  methods with satellite-derived time series is needed.

· A compilation of existing records is needed so that a long-term set of “GCOS lakes" can be selected.  Approximately two hundred medium-sized lakes (25 to 100 km2) and selected large lakes geographically distributed across middle and high latitudes is desirable.

· Satellite mapping capability has been demonstrated but not yet implemented for Arctic lakes. Use of visible band satellite imagery is limited by cloud cover. An accuracy of +/- 1 to 2 days is needed  for the dates of complete freeze-up/break-up.

· SAR can be used to map ice cover and to identify lakes which freeze to the bottom; passive microwave data can be used to map ice cover/open water of large lakes.
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Variable: Evaporative fraction

Main climate application 

This data product is meant to provide a simple factor for partitioning incident energy to sensible or latent heat flux every 8 days at global scales. Upon validation, it may provide an important daily land surface energy partitioning factor for weather forecasting models. 

Contributing baseline GCOS observations
None

Other contributing observations
The MODIS (Moderate Resolution Imaging Spectroradiometer) driven algorithm for estimating evaporation fraction (EF), is expressed as a ratio of actual evapotranspiration  to the available energy (incident shortwave radiation). As a surface dries, the mid-afternoon (EOS Aqua overpass time is 1330) surface temperature increases, as more incoming energy is partitioned to sensible heat. The algorithm characterises the landscape as a mixture of bare soil and vegetation and estimates a mixture of EF for each.  EF of the bare soil is computed from the well known surface temperature/ NDVI ratioing technique, which effectively normalizes maximum radiometric surface temperature to the vegetation density of the surface. EF of the vegetated fraction is computed from a simplified Penman-Monteith type formulation. 

Validation of this algorithm requires a global distribution of surface meteorology and soil moisture measurements in a range of biome types. Evapotranspiration and Bowen ratio measurements from the FLUXNET towers will provide key validation data. Vegetation fraction and leaf area index of study areas, and topography and soil physical characteristics are necessary to optimize validation analysis.

Significant data management issues
As a new satellite based measurement, no historic data exists, and no archival system has been established. Initial distribution will be from the NASA EOS Data Information System. 

Analysis products

Application products from this data will be for drought and wildfire danger monitoring. 

Current capability
This global data product is scheduled for production from the MODIS sensor on the EOS Aqua platform with an afternoon orbit of 1330 hours. The product is computed globally every 8 days at 1km resolution, beginning Jan 1 2003. 

Issues and priorities
· This important but difficult measurement will require comprehensive validation before wide utilization of the data is warranted. An algorithm for continuation of this data is planned for the U.S. NPOESS platform, scheduled for launch in 2009. 
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Variable: Other (non-fire) disturbance

Main climate application 

Other disturbances include wild land vegetation instability exclusive of that induced by land use and wildfire. The most commonly considered are tree mortality events from insect and disease epidemics, regional drought, flooding, and windthrow. The time-frame ranges from the almost instantaneous destruction of forests by storm winds, to the decadal or longer death of subcontinental tree populations by invading pathogens. All of these disturbances serve to reduce or stop the uptake of carbon by affected vegetation, and to enhance the release of carbon already stored in that vegetation. Calculations aimed at tabulating annual net primary productivity which do not account for disturbance effects, will overestimate the amount of carbon stored by a considerable but unknown amount.

Contributing baseline GCOS observations
There are no known global networks that systematically collect non-fire disturbance measurements. 

Other contributing observations
Creation of networks of national observation data sets, adequate to calculate globally-comprehensive areal cover of disturbance and impacts on stored carbon, is technically feasible. These records exist in most places humans inhabit, while some disturbances in uninhabited areas are amenable to detection by remote sensing (insect and disease infestations, wind throw, floods) followed by site visits to confirm causes of disturbance.

Measuring the geographical distribution of disturbance from satellite data is not routinely carried out, so the methodological basis of these estimates has not been standardized. The availability of sensors implementing better spatial, spectral and directional observation protocols can yield reliable disturbance estimates.

The accuracy with which disturbance can be inferred from satellite measurements depends on the capability to simultaneously document by on-site observations, the cause of detected disturbances. Thus, ancillary data to characterize the nature of the disturbances in the field are critical to accuracy of this product.

Significant data management issues
There is no known global historical archive of disturbance data. However, new products may be generated on the basis of currently or recently acquired data, and these data are usually archived by space agencies.

Analysis products
Various higher-level products can be derived from disturbance datasets, especially when the latter are combined with complementary sources of information. These include losses of stored biotic carbon and the documentation of significant semi-permanent changes in relevant variables associated with vegetation cover (e.g., loss of forest cover and attendant productivity, reduction in carbon storage quantities, and so on).

Current capability
Little has been achieved so far to define observation methods/standards or to assess the reliability (uncertainty) associated with these methods/standards, either by direct collection of disturbance data, or from remotely sensed data.

Issues and priorities
· Algorithms to estimate disturbance on the basis of satellite remote sensing data should be benchmarked, and the resulting products compared, both between themselves and with field measurements, as and when appropriate, to characterize the reliability of these products.

· Many plant canopy variables have been claimed to be retrievable from an analysis of satellite remote sensing data. In most cases, the proposed methodologies rely on very simple (and likely unreliable) approaches. There are good reasons, grounded in physical reasoning, to support the demand for additional ground truthing of estimated disturbance areas and resulting carbon changes.

· The specification of the characteristics of future Earth Observation systems should aim at acquiring data directly relevant to the assessment of disturbance.

· Regional and national networks aimed at collecting routine data on disturbance area and intensity should be created as soon as possible, perhaps by personnel and data sets in national and international meteorological and agricultural organizations.
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Variable: Soil respiration

Main climate application

Soils function as the main terrestrial carbon store; at least twice as much carbon is stored in soils as in the atmosphere (Borken et al., 2002). Respiration (root and microbial) is the second largest carbon flux into the atmosphere after the oceans (Schlesinger & Andrews, 2000) and is probably responsible for the observed variations in net ecosystem carbon exchange (NEE) (Valentini et al. 2000). Thus, it has become increasingly important to improve our understanding of how respiration will be affected by climate change, i.e., by the predicted rise in global mean temperatures. Correctly distinguishing between root and soil microbial respiration has become one of the greatest challenges in soil sciences and it is still not adequately solved; this is reflected in the many different methods used (Kuzyakov, 2002). Temperature sensitivity of soil respiration as determined by the Q10 (the increase in respiration per 10 °C) is a prime driver of carbon circulation (soil – atmosphere) in climate models, yet there is considerable uncertainty about the value and meaning of this term (Bekku et al., 2003). 

Contributing baseline GCOS observations

None.

Other contributing observations

There are no known global networks that systematically record soil respiration and there is no accepted standard method for measuring root and soil microbial respiration. The closest to a global data set for soil respiration is presented by Raich & Schlesinger (1992) who summarized the results of about 172 publications (prior to 1992) across 11 biomes. However, in producing this compilation, the authors had to make assumptions in many cases, e.g., use of average growing season or deriving data from figures. Furthermore, many different methods had been used and the associated environmental data were often either not well defined or were inadequate (Irvine & Law, 2002). Moreover, the issue of duration of soil respiration monitoring needs to be addressed if data are to be generalised. 

Soil respiration is an integral component of larger ecosystem scale measurements and there is an increasing body of data from eddy flux sites (c. 220), e.g., CarboEurope, Euro-Flux, Asia-Flux, Ko-Flux, Oz-Flux, Fluxnet-Canada, Ameri-Flux, which are all integrated into the Fluxnet initiative. 

Another useful, but indirect, approach to assessing changes in soil respiration is to monitor key driving variables, such as soil moisture, soil temperature, timing of litter input, leaf nitrogen status via satellite and airborne technology. However, the output from such measurements is still inadequate. 

Significant data management issues

There is no known global historical archive of soil respiration data. However, the above flux network sites may help in creating such a dataset.

Analysis products

Firstly, soil respiration is a major input for climate models and will determine the predicted positive feedback that releases even more carbon into the atmosphere if climate becomes warmer (Cox et al. 2000). However, to derive Q10 values (see above) from measured CO2 concentration in soil gas chambers requires improved and standardised techniques. In particular, soil temperature measurements have to reflect the soil depths most responsible for the measured CO2 (Irvine & Law, 2002). Furthermore, combining datasets may help in determining whether soil respiration acclimates (i.e. decreasing Q10 with increasing temperature). Secondly, soil moisture detection from space or airborne pictures needs to be improved to reflect the soil layers relevant for respiration; so far only the top few centimetres of soil moisture can be detected. Although the superficial soil horizons may be most susceptible to water deficit they may contribute little to total soil respiration (Borken et al. 2002). 

Current capability

Major efforts are underway to generate global data on NEE (Fluxnet). However, so far little has been achieved in unifying soil respiration methodologies and the problem of comparing individual measurements even within collaborative initiatives is rarely achieved (e.g. see Subke, 2002). Apart from one publication (op. cit.), no real global data have been summarized. Moreover, there is a clear need to re-address assumptions about soil respiration currently embedded in available climate models, particularly with regard to sensitivity to environmental change.

Issues and priorities

· Acquiring more unified respiration datasets and enabling centralised storage of these data with associated metadata (methods used, temperature range, etc.) and ready access.

· Defining common protocols and guidelines for soil respiration measurements (e.g. length of measurement, temperature probes, chamber type, etc.).

· Developing methodologies to distinguish root from soil microbial respiration (e.g. use of stable isotope techniques).

· Assessing the credibility of current soil respiration algorithms and assumptions used in existing climate and carbon models in light of contemporary scientific evidence gained from improved field measurements.

· Increased quantification of the response of soil respiration to climate change so that existing climate models can be improved.

· Specification of future Earth Observation systems aiming to acquire data such as soil moisture, permafrost, soil temperature, water table level, relevant for indirectly assessing soil respiration, in support of ground measurements.
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Variable: Soil organic carbon

Main climate application

Soil organic carbon (SOC) represents a major pool of carbon within the biosphere, estimated at about 1.5 x 1018 g globally, roughly two to three times the atmospheric CO2 pool and acting as both a source and a sink for carbon (Borken et al., 2002). Soil carbon is a major component of soil organic matter (SOM) and by far the biggest SOM stores are in boreal and tropical peatlands. The many processes that determine the magnitude of the carbon exchanges between the atmosphere and terrestrial ecosystems are sensitive to climate factors. The rate at which carbon accumulates or is released from terrestrial ecosystems depends not only on the rate of physiological processes but also on the size of constituent soil carbon pools, which have a wide range of turnover times of up to thousands of years (Parton et al. 1995). Changes in the slow turnover pools determine whether terrestrial systems are net sources or sinks of carbon with respect to the atmosphere (Post et al. 1996). It is therefore necessary to monitor fluctuations of these carbon pools as a function of environmental conditions (e.g. precipitation and temperature). A key point is that the accumulation of carbon is in many cases a very slow process, whereas the release from these soil carbon stocks can be almost instantaneous, and over the near term (50-100 years) the potential for loss is significantly greater than the potential for storage. It has also to be considered that even small changes from such a large store can cause a significant change in the atmospheric CO2 concentration. Fires are also responsible for releasing great amounts of carbon from soils, in particular from organic rich peatlands, which has recently been emphasised by observations made for the El Niño year 1997 in Indonesia (Page et al., 2002). 

Contributing baseline GCOS observations

None.

Other contributing observations

Unfortunately, whereas both above ground biomass and FAPAR will be quantifiable using existing satellite technology in the near future, this is not possible for SOM where ground measurements and models are essential. The Global Terrestrial Observing System (GTOS) initiative within GCOS has strong links to the International Geosphere-Biosphere Programme (IGBP) with one main aim being to facilitate scientific progress in predicting the effects of changes in land-use, agricultural practice and climate on SOM. The specific need for a network of SOM modellers and long-term data holders has been recognised and, to this end, the global Soil Organic Matter Network (SOMNET) was established within the GCOS framework. SOMNET consists of about 30 SOM modellers and incorporates over 120 long-term experimentalists from all around the world. However, to date, there is no readily accessible database on SOM released from this project.

There are a number of global networks that systematically collect SOM data.

International Soil Reference and Information Centre (ISRIC) with the World Inventory of Soil Emission Potentials (WISE).  A database derived from 1,125 soil profiles but containing only carbon values up to 48 kg C m-2. The data are displayed on a 0.5 x 0.5 degree grid of soil organic carbon (kg C m-2) for either the top 0-30 cm or the 0-100 cm soil layers. 

Data and Information System of the International Geosphere-Biosphere Programme (IGBP-DIS).   This database contains values for soil organic carbon (kg C m-2) for the 0-100 cm soil layer with data displayed on a 5 x 5 arc minute grid and maximal values of up to 82 kg C m-2. 

World-wide Organic Soil Carbon and Nitrogen Data (Zinke et al. 1984). This database has been derived from c. 3,500 soil profiles and contains much higher maximum soil carbon values of up to 432 kg C m-2. The data are displayed on a 0.5 x 0.5 degree grid of soil organic carbon (kg C m-2) for the top 0-100 cm soil layer. Many samples reported in this survey are compiled from the existing literature and did not have uniform soil increment or bulk density determinations. Missing bulk density values were estimated by regression based on organic carbon contents of 1800 profiles of known bulk density.

All the above data can all be downloaded from the Oak Ridge National Laboratory (ORNL) – Distribution Active Archive Centre (DAAC): http://www-eosdis.ornl.gov .

Summary of global soil carbon content in broadly categorized terrestrial ecosystems (Amthor, J.S. et al., 1998 after Ajtay et al., 1979; Botkin & Simpson, 1990; Gorham, 1995; FAO, 1997). This dataset summarizes the literature values for 16 biomes with carbon contents of up to 455 (g C m-2). The inventory calculations are limited to 100 cm soil depth and it is worth noting that the largest carbon stores, peatlands, are mostly much deeper than this. Nepstad et al. (1994) report that stores of carbon below 1 m depth exceed those in the top 1.0 m in an Amazonian forest. The question remains as to how likely these stores are to be affected by environmental change. Values for all biomes except wetlands and northern peatlands exclude surface litter, but surface litter and standing dead plants may contain from 50 Pg to >200 Pg C globally, with large amounts in some forest ecosystems (see references in Ajtay et al., 1979; Amthor, 1995).

Significant data management issues

There are some global and regional historical archives of SOM data. However, soil organic matter measurement techniques have not generally been standardised and the inventories are frequently based on differing depths and horizon sampling strategies. It is absolutely necessary for any database to: (i) agree on common metadata formats, (ii) define standard data calculation and presentation formats, (iii) assemble more SOM based on these common formats.

Analysis products

The ideal high-level data product is high-resolution (both spatially and by depth) soil carbon measurements. Acquiring large-scale high spatial resolution data is difficult, since in situ measurements are at present the norm, and direct measurement of SOM using Earth Observation (EO) data is not possible. However, EO has a part to play in producing higher resolution modelled SOM products, based on measurements of biomass distribution, precipitation, soil moisture, etc. Furthermore, the use of satellite imagery in order to assess the potential loss of SOM due to fires has recently become a focus of SOM research (Page et al. 2002). Developing and applying such techniques on a global scale will make a significant contribution to our understanding of the CO2 fluxes released by large-scale fires. This will be of particular importance in peatlands, both tropical and boreal, that form the largest terrestrial carbon stocks. Additionally, SOM research has increasingly focused on monitoring both dissolved organic carbon (DOC) and matter (DOM), combining ground measurements with improved EO techniques (e.g., Landsat images with multiband water column reflectance) (Gallie, 1993, 1994, 1997). A primary objective of GCOS should be the mapping of DOC and DOM changes in lakes, rivers and estuaries, which should enable us to detect changes in soil carbon within the connected catchment areas, e.g., increasing microbial activity in peatlands. Although there still remains the problem of knowing how much of this DOC and DOM is mineralised, this is likely to deliver early warning conditions of climate change impacts on global carbon stocks and deserves high priority. 

An integrated global database of ground measurements together with the development of methods exploiting EO data to improve the resolution of these data should be a clear objective for GCOS. SOM contents also relate to soil nutrient levels and some combination with complementary sources of information might be useful (e.g. phosphorus and nitrogen levels, C/P and C/N ratios, etc.).

Current capability

Most SOM values are derived from organic carbon (SOC) because the quantitative determination of SOM has high variability and questionable accuracy (Nelson and Sommers, 1982). Before data are compared or shared in a common database, the different methods have to be considered and possible calibrations considered. The most common procedures are: wet digestion, dry combustion and loss-on-ignition techniques. Another issue is that only rarely has any distinction been made between the three major SOM pools, yet most recent climate models distinguish these three pools, clearly limiting the use of such data. Future SOM data measurements need to consider these implications.

Issues and priorities

· The overall usefulness of SOM data is reduced due to the different methods that have been used in collection/calculation.

· There is a need to assess the current techniques used to determine total SOM contents and the SOM pools in order to integrate the available data.

· The issue of peatlands must be tackled, since these are currently highly underestimated carbon stocks; for example, their real depth is not reflected in the current datasets.

· Fires are an important issue, responsible for releasing large amounts of carbon from soils, in particular from organic rich peatlands; EO can play a valuable role in detecting such changes.

· The role of soil carbon in the context of past CO2 fluctuations must be evaluated (e.g. in relation to the Vostok ice-core climate records).

· Assessing the correlation between soil carbon and actual evapotranspiration (AET) rather than potential evapotranspiration (PET), as done by Leith (1975), might be of importance when predicting SOM changes in climate models.
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Variable: Methane emissions

Main climate application 

This is needed for climate change detection and estimation of national greenhouse gas (GHG) inventories. Methane is about 20 times more powerful than CO2, and global emissions are rising. The current direct radiative forcing of 0.48 Wm-2 from CH4 is 20% of the total from all of the long-lived and globally mixed GHGs. Terrestrial ecosystems account for about 70% of anthropogenic emissions, largely from irrigated rice (though now flattening off), ruminant production and biomass burning. There are large uncertainties about some present and future emissions, which constrain climate change detection, modelling and impact prediction.

Contributing baseline GCOS observations
No baseline GCOS observations but emissions are sensitive to temperature and precipitation so GCOS surface network important.
Other contributing observations
FAO soil map of the world and AEZ data.  FAO AGROSTAT for land cover and land use data including rice area and ruminant numbers.  IRRI  for rice production systems.  TOPC fire area and the Global Fire Product.  IGBP experiments and programmes e.g. IGAC and LUCC.

Significant data management issues
Lack of agreed protocols.

Analysis products
Improved time series for emissions from rice and ruminants.

Current capability

Accuracy of present estimates is of the order of ( 50% (rice area generally ( 5%; ruminant numbers ( 5-25%; average emission factors ( 30-50%).

There is some atmospheric monitoring through the NOAA/CMDL air sampling network.  The International Rice Research Institute (IRRI) operates a network for methane from rice, but there is limited monitoring of methane from other wetlands/peatlands.

Spatial and temporal aspects of vegetation fires can now be monitored well through the combination of different Earth observing systems/satellites and sensors but information gaps on the emission factors.

Fairly close agreement between inverse modelling and inventory estimates but the latter suffer from large data uncertainties e.g. in amount of biomass burnt.

Measurement of changes in isotope ratios in ice cores can estimate emission trends with high accuracy and a few sites can be representative of large regions of the globe.

Issues and priorities
· The spatial and temporal coverage of sources and sinks is poor because emissions data commonly comes from short-term research activities, and are subject to large errors because of seasonal and inter-annual variation in emissions at the ecosystem level. 

· The main growth and uncertainties in methane emissions relate to livestock production and biomass burning. Priority should therefore be given to: 

· estimating improved average emission factors for livestock systems and manure use; 

· better integration of satellite and in situ observations for vegetation type and biomass density for improved estimates of emissions from biomass burning. This may involve the development of improved satellite and airborne sensors.
Variable: Non-C greenhouse gases emissions

Main climate application

This is needed for climate change modelling and estimation of national greenhouse gas (GHG) inventories. These gases – largely nitrous and nitric oxide are responsible for up to 10% of the anthropogenic greenhouse effect. Terrestrial ecosystems account for about two-thirds of the emissions, split roughly 50:50 between natural ecosystems (soils) and agriculture (about 25% from mineral fertiliser and 50% from livestock and their manure) though there is great uncertainty about this because of the wide range of emission coefficients for different agricultural sources. Emissions could increase 35-60% over the next 30 years, so it is important to improve the spatial coverage and quality of the non C GHG data going into climate change modelling.

Contributing baseline GCOS observations

None.

Other contributing observations

FAO soil map of the world and AEZ data.  FAO AGROSTAT for land cover and land use data including livestock numbers and mineral fertiliser use.  TOPC fire area and the Global Fire Product.  IGBP experiments.

Significant data management issues

Lack of consensus on approach for land use classification.

Analysis products

Time series for national and sub-national average emissions from livestock and fertilizer use.

Time series for national average emissions from natural ecosystems using soil and AEZ data.

Current capability
Land cover estimates from remote sensing can be combined with vegetation maps and national agricultural statistics to provide land use estimates.  These can be used with survey data on fertilizer use by crops and average emission values to give gross N2O and NOx estimates of +/- 50% accuracy.
Issues and priorities

· There is great uncertainty about the magnitude of the current agricultural contribution of 4.7 million ton per year to total global emissions, because: 

· many of the contributing observations are national average values and are not spatially explicit; 

· the high heterogeneity of natural ecosystems and different agricultural sources leads to a wide range of estimates in mean emission values (e.g. because of the sensitivity of N2O formation to climate, soil type, tillage practices, and type and placement of fertilizer);

· it is likely that some emission rates are very non-linear, e.g. N2O from mineral fertilisers yet there is only limited information on this; 

· some of the most comprehensive estimates are from short-term experiments.

· For some countries, the contribution from terrestrial ecosystems to greenhouse gas emissions (GHG) emissions is a greater proportion of the national totals than fossil fuels.

· Lack of consensus on land use classification approaches and generally weak data base on present land-use though poor progress is a funding issue rather than a technological one. Action here is required for many other parameters and global change assessments and hence should receive high priority.

· As with methane the main increase in emissions over the next 25-50 years may come from the livestock sector though uncertainties regarding the contribution of biomass burning will remain important for some time. Priority should therefore be given to estimating improved average emission factors for livestock systems and manure use and better integration of satellite and in situ observations for vegetation type and biomass density.
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Acronyms and Abbreviations

ACE-2
North Atlantic Regional Aerosol Characterization Experiment
ADCP
Acoustic Doppler Current Profiler
AEROCE
Aerosol Oceanic Chemistry Experiment
AEZ
Agro-Ecological Zoning (FAO system for land resource assessment)
AGAGE
Advanced Global Atmospheric Gas experiment
AMDAR
Aircraft Meteorological Data Relay
AMSR-E
Advanced Microwave Scanning Radiometer-EOS, NASA
AMSU
Advanced MSU
AO
Arctic Oscillation
AOGCMS
Atmosphere-Ocean General Circulation Model
AOPC
Atmospheric Observation Panel for Climate
AQUA
NASA Earth science satellite mission to study the Earth’s water cycle
Argo
A global array of profiling floats (part of IGOS)
ARM
Atmospheric Radiation Measurements

ASAP
Automated Shipboard Aerological Programme
ASDAR
Aircraft-to-Satellite Data Relay
ASOS
Automated Surface Observing System
ASTER
Advanced Spaceborne Thermal Emission and Reflection Radiometer
ATSR
Along Track Scanning Radiometer
AUV
Autonomous Underwater Vehicle
AVHRR
Advanced Very High Resolution Radiometer

AWOS
Automated Weather Observing System

BATS
Bermuda Atlantic Time Series

BSRN
Baseline Surface Radiation Network

CACGP
Commission for Atmospheric Chemistry and Global Pollution

CALM
Circumpolar Active Layer Monitoring

CAPMoN
Canadian Air and Precipitation Monitoring Network

CARDS
Comprehensive Aerological Reference Data Set

CBS
Commission for Basic Systems

CCN
Cloud Condensation Nuclei

CDIAC
Carbon Dioxide Information Analysis Center

CEOS
Committee on Earth Observation Satellites

CERES
Cloud and Earth Radiant Energy System

CliC
Climate and Cryosphere (WCRP)

CLIMAT
Monthly surface climate summary report

CLIMAT TEMP
Report of monthly aerological means from a land station

CLIVAR
Climate Variability and Predictability (study) of WCRP

CLP
Cold Land Processes Experiment

CMDL
Climate Monitoring and Diagnostic Laboratory

COADS
Comprehensive Ocean Atmosphere Data Set

COAPS
Center for Ocean-Atmosphere Prediction Studies, FSU

COARE
Coupled Ocean-Atmosphere Response Experiment (TOGA)

COP
Conference of the Parties (to UNFCCC)

COSMIC
Constellation Observing System for Meteorology, Ionosphere and Climate

CRF
Cloud Radiative Forcing

CRN
Climate Reference Network

CRU
Climatic Research Unit, University of East Anglia (UK)

CRYSYS
Study of variability and change in the Canadian CRYospheric SYStem

CTD
Conductivity-Temperature-Depth Probe

DAO
Data Assimilation Office (NASA, USA)

DARE
DAta REscue

DEM
Digital Elevation Model

DIC
Dissolved Inorganic Carbon

DMS
Data Management System

DMSP
Defense Meteorological Satellite Program (USA)
DORIS
Doppler Orbitography by Radiopositioning Integrated by Satellite

DQO
Data Quality Objective

DWD
Deutscher Wetterdienst (Germany)

EASE
Equal Area Scalable Earth (grid)

ECMWF
European Centre for Medium range Weather Forecasts

EF
Evaporation Fraction

EI
Environment Institute

EMEP
Co-operative programme for monitoring and evaluation of the long-range transmission of air pollutants in Europe

ENSO
El Niño/Southern Oscillation

EOS
Earth Observing Satellite

EOSDIS
Earth Observing System Data Information System

ERA
ECMWF ReAnalysis

ERB
Earth Radiation Budget

ERBE
Earth Radiation Budget Experiment

ERBS
Earth Radiation Budget Satellite

ESA
European Space Agency

ETH
Federal Institute of Technology, Zurich

EUMETSAT
European Organization for the Exploitation of Meteorological Satellites

FAO
Food and Agriculture Organization of the United Nations

FAPAR
Fraction of Photosynthetically Active Radiation

FLUXNET
Global network to measure exchanges of CO2, water vapour and energy between terrestrial ecosystems and the atmosphere

FoG
Fluctuations of Glaciers

FPAR
Plant-absorbed Fraction of Incoming Photosynthetically Active Radiation

FSU
Florida State University

GAW
Global Atmosphere Watch

GAWSIS
GAW Information System

GAWTEK
GAW Training and Education Centre

GCM
General (or global) Circulation Model

GCN
GLOCC Core Network

GCOS
Global Climate Observing System (WMO/IOC/ICSU/UNEP)

GDP
Global Drifter Program


GEBA
Global Energy Budget Archive, Zurich

GEF
Global Environment Facility

GEMS
Global Environmental Monitoring System

GEOSECS
Geochemical Ocean Sections Study

GERB
Geostationary Earth Radiation Budget

GHCN
Global Historical Climatological Network

GHG
Greenhouse Gas

GHOST
Global Heirarchical Observing Strategy

GLIMS
Global Land Ice Measurements from Space

GLOSS
Global Sea Level Observing System

GMS
Geostationary Meteorological Satellite (Japan)

GO3OS
Global Ozone Observing System

GOCE
Gravity Field and Steady-State Ocean Circulation Mission (ESA)

GODAE
Global Ocean Data Assimilation Experiment

GOES
Geostationary Operational Environmental Satellite

GOOS
Global Ocean Observing System (IOC/WMO/ICSU/UNEP)

GOS
Global Observing System

GPCC
Global Precipitation Climatology Centre

GPCP
Global Precipitation Climatology Project

GPS
Global Positioning System

GRACE
Gravity Recovery and Climate Experiment

GRAS
Global navigation satellite systems radio occultation GNSS Receiver for Atmospheric Sounding (ESA)

GRDC
Global Runoff data Centre, Koblenz

GRID
Global Resource Information Database

GSN
GCOS Surface Network

GSNMC
GCOS Surface Network Monitoring Centre

GTN-G
Global Terrestrial Network for Glaciers

GTN-H
Global Terrestrial Network for Hydrology

GTN-E
Global Terrestrial Network for Ecology

GTN-P
Global Terrestrial Network for Permafrost 

GTOS
Global Terrestrial Observing System (FAO/ICSU/UNEP/UNESCO/WMO)

GTS
Global Telecommunications System

GUAN
GCOS Upper Air Network

HadRT
Hadley Centre data set of monthly global gridded temperature anomalies  computed from radiosonde station data from 1958 to present

HadSLP
Hadley Centre Historical gridded global monthly Mean Sea Level Pressure  (MSLP) data set

HCN
Historical Climatology Network

HSDSD
Historical Soviet Daily Snow Depth 

HOT
Hawaii Ocean Time-series

IAEA
International Atomic Energy Agency

IASI
Infrared Atmospheric Sounding Interferometer

ICLAS
International Coordination group for Laser Atmospheric Studies


ICOADS
International Comprehensive Ocean Atmosphere Data Set

ICOLD
International Commission on Large Dams

ICSI
International Commission on Snow and Ice

ICSU
International Council for Science

IGAC
International Global Atmospheric Chemistry Programme

IGACO
Integrated Global Atmospheric Chemistry Observation

IGBP
International Geosphere-Biosphere Programme

IGOS
Integrated Global Observing Strategy

IGOSS
Integrated Global Ocean Services System (IOC/WMO)

IGRAC
International Groundwater Resources Assessment centre

IHDP
International Human Dimensions Programme on Global Environmental Change

ILEC
International Lake Environment Committee

IMPROVE
Interagency Monitoring of Protected Visual Environments Network

IMS
Interactive Multisensor Snow and Ice Mapping System

IOC
Intergovernmental Oceanographic Commission (of UNESCO)

IOC
International Ozone Commission

IOCCG
International Ocean Colour Coordinating Group

IPA
International Permafrost Association

IPCC
Intergovernmental Panel on Climate Change (WMO/UNEP)

IR
Infrared

IRRI
International Rice Research Institute

IUGG
International Union of Geodesy and Geophysics

JASON
Oceanography mission to study global ocean circulation (post-Topex/Poseidon)

JCOMM
Joint Technical Commission for Oceanography and Marine Meteorology

JGOFS
Joint Global Ocean Flux Study (within IGBP)

JMA
Japan Meteorological Agency

JRC
Joint Research Centre

LAI
Leaf Area Index

LIDAR
Light Detection and Ranging

LUCC
Land-Use and Cover Change (IGBP/IHDP)

MBB
Mass Balance Bulletin

MCDW
Monthly Climatic Data of the World (surface and upper air)

MISR
Multi-angle Imaging Spectrometer

ML
(Upper ocean) Mixed Layer

MODIS
Moderate Resolution Imaging Spectroradiometer

MOPITT
Measurement of Pollution in the Troposphere

MSU
Microwave Sounding Unit

NAO
North Atlantic Oscillation

NARSTO
North American Research Strategy for Tropospheric Ozone

NASA
National Aeronautics and Space Administration (USA)

NASDA
National Space Development Agency (Japan)

NCAR
National Center for Atmospheric Research (USA)

NCDC
National Climatic Data Center of NOAA (USA)

NCEP
National Centres for Environmental Prediction of NOAA (USA)

NDSC
Network for the Detection of Stratospheric Change (USA)

NDSI
Normalized Difference Snow Index

NDVI
Normalized Difference Vegetation Index

NEE
Net Ecosystem Exchange from Eddy Correlation, CO2 Flux

NERC
Natural Environment Research Council (UK)

NESDIS
National Environmental Satellite, Data and Information Service of NOAA (USA)

NH
Northern Hemisphere

NHS
National Hydrological Service

NILU
Norwegian Institute for Air Research

NMHS
National Meteorological and Hydrological Service

NMS
National Meteorological Service

NOAA
National Oceanic and Atmospheric Administration

NODC
National Oceanic Data Center

NPOESS
National Polar Orbiting Operational Environmental Satellite System

NPP
Net Primary Production

NRC
National Research Council (USA)

NSCAT
NASA Scatterometer

NSF
National Science Foundation

NSIDC
National Snow and Ice Data Center

NVAP
NASA Water Vapor Project

NWP
Numerical Weather Prediction

NWS
National Weather Service

OACES
Ocean Atmosphere Carbon Exchange Study, NOAA

ONR
Office of Naval Research

OOPC
Ocean Observations Panel for Climate

OSE
Observing System Experiment

PACE
Permafrost and Climate in Europe

PAR
Photosynthetically Available Radiation

PATMOS
Pathfinder Atmosphere

PDO
Pacific Decadal Oscillation

PET
Potential Evapotranspiration

PFR
Precision Filter Radiometer

PIBALs
Wind Soundings

PIRATA
Pilot Research Moored Array in the Tropical Atlantic

PO.DAAC
Physical Oceanography Distributed Active Archive Center

POES
Polar Orbiting Environmental Satellite

PSC
Polar Stratospheric Clouds

PSMSL
Permanent Service for Mean Sea Level

PUMA
Preparation for the use of METEOSAT Second Generation in Africa

QA/QC
Quality Assurance/Quality Control

RAOBS
Radiosonde soundings

RBCN
Regional Basic Climate network

RBSN
Regional Basic Synoptic Network

RCM
Regional Climate Model

RH
Relative humidity

RIVM
Rijksinstituut voor Volksgezondheid en Milieu, NL

SAG
Scientific Advisory Group

SATOBS
Satellite Wind Observations

SBSTA
Subsidiary Body for Scientific and Technical Advice (of UNFCCC/COP)

SeaBASS
SeaWiFS Bio-optical Archive and Storage System

SeaDASS
SeaWiFS Data Analysis System

SeaWiFS
Sea-viewing Wide-Field-of-view Sensor

SEVIRI
Spinning Enhanced Visual and Infrared Imager

SH
Southern Hemisphere

SHADOZ
Southern Hemisphere ADditional OZonesondes
SHI
State Hydrological Institute, St. Petersberg

SMMR
Scanning Multichannel Microwave Radiometer

SOOP
Ship of Opportunity Programme

SOP
Standard Operating Procedure

SPARC
Stratospheric Processes and their Role in Climate (of WCRP)

SRB
Surface Radiation Budget

SSM/I
Special Sensor Microwave/Imager
SST
Sea Surface Temperature

SWE
Snow Water Equivalent

SYNOP
Report of surface meteorological observation (synoptic time) from a land station 

T
Temperature (Td, dew point temperature; Tw, Wet bulb Temperature)

TAO
Tropical Atmosphere Ocean Array

TAR
Third Assessment Report (of IPCC)

TERRA
Flagship satellite of NASA’s Earth Observing System

TIROS
Television Infrared Observations Satellite

TIROS-N
Next-generation TIROS

TOA
Top of the Atmosphere

TOGA
Tropical Ocean-Global Atmosphere study of WCRP

TOMS
Total Ozone Mapping Spectrometer

TOPC
Terrestrial Observations Panel for Climate

TOPEX
Ocean Surface Topography Experiment

TOPEX/POSEIDON
US/French Ocean Topography Satellite Altimeter Experiment

TOVS
TIROS Operational Vertical Sounder

TRITON
Triangle Trans Ocean Buoy Network (Japan)

TRMM
Tropical Rainfall Measurement Mission

UARS
Upper Atmosphere Research Satellite

UCI
University of California at Irvine

UM
University of Miami

UN
United Nations

UNCED
United Nations Conference on Environment and Development (Brazil, 1992)

UNDP
United Nations Development Programme

UNEP
United Nations Environment Programme

UNESCO
United Nations Educational Scientific and Cultural Organization

UNFCCC
United Nations Framework Convention on Climate Change

UTC
Co-ordinated Universal Time

VOS
Volunteer Observing Ship

VOSCLIM
Volunteer Observing Ship Climate Project

WB
World Bank

WCP
World Climate Programme

WCRP
World Climate Research Programme

WDC
World Data Centre

WDCGG
WDC for Greenhouse Gases

WGI
IPCC Working Group I

WGII
IPCC Working Group II

WGIII
IPCC Working Group III

WGMS
World Glacier Monitoring Service

WHO
World Health Organization

WHYCOS
World Hydrological Cycle Observing System

WMO
World Meteorological Organization

WOCE
World Ocean Circulation Experiment (of WCRP)

WOOD
World Ocean Optical Data

WORCC
World Optical Depth Research and Calibration Centre, Davos

WOUDC
World Ozone and UV Data Center (Canada)

WRC
World Radiation Centre, Davos

WRDC
World Radiation Data Centre, St. Petersberg, Russia

WWW
World Weather Watch

XBT
eXpendable Bathy-Thermograph

Chemistry terms
C
Carbon

CCl4
Carbon tetrachloride

CFC
Chlorofluorocarbon 

CH3CCl3
Methyl chloroform
Ch4
Methane

CO
Carbon Monoxide

C02
Carbon Dioxide
h2
Hydrogen
HCFC
Hydrochloroflurocarbon
HFC
Hydroflurocarbon
H2O
Water vapour
MSA
Methanesulfonate
N2
Molecular Nitrogen
NH3
Ammonia

No
Nitric Oxide
NO2
Nitrogen Dioxide
NOx
Nitrogen Oxides (NO and NO2)

N2O
Nitrous Oxide

O2
Molecular Oxygen
O3
Ozone
PFC
Perfluorocarbon
SF6
Sulphur hexafluoride
SO2
Sulphur Dioxide

VOC
Volatile Organic Compound
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