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Abstract. The overall goal of this work is to provide pedagogical agents with social intelligence, so that they can judge when is an appropriate time to interact with the learner, be sensitive to the cognitive and emotional state of the learner, and try to develop a positive social relationship with the learner.  This paper reports on a learner-agent interaction framework designed for use by socially intelligent agents.  Interactions between a tutor and students working on computer-based exercises were videotaped and analysed, with particular emphasis on how the tutor sought to motivate and engage the learner.  Interactions were analysed as a series of interaction tactics, where the speaker seeks to address one or more informational, motivational, or social goals, and monitors the listener’s response to ensure that these goals are achieved.  Parsing and generation frameworks implementing interaction tactics were developed, based upon the videotape transcripts, and evaluated by other tutors.

Topic: intelligent tutoring and scaffolding.  Subtopic: agent-based interaction

Introduction

Animated pedagogical agents can promote effective learning in computer-based learning environments [13].  Learning materials incorporating interactive agents engender a higher degree of interest than similar materials that lack animated agents [17].  Animated agents can produce a positive affective response in the viewer, sometimes referred to as the persona effect [15] .  They exploit the human tendency to treat computer systems as if they are social actors [19], capable of expressing emotions and attitudes.


Researchers have also come to recognize the importance in tutoring of recognizing the learner’s affective and motivational states [14].  Computational techniques are being developed for inferring and tracking such states [22]
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[3], and for influencing them, e.g., to try to promote a positive attitude about learning [21].   If such techniques were combined with animated agent technologies, it might then be possible to create an agent that can display emotions and attitudes as appropriate to convey empathy and solidarity with the learner, and thus further promote learner motivation.


The Social Intelligence (SI) Project 
is developing animated pedagogical agents with well-developed social skills, which they can employ to promote learning.  The goal is to create agents that exhibit expressiveness (the ability to convey emotions and attitudes), empathy (sensitivity to learner motivational and emotional states), and politeness (an understanding of when and how to interact in socially appropriate ways).  Such agents would then be able to tailor and adapt their style of interaction according to the needs, preferences, and affective and motivational states of each individual learner.


The current test bed for this work is the Virtual Factory Teaching System (VFTS), an on-line factory simulation used to teach industrial engineering concepts and skills [5]

 REF _Ref28523899 \r \h 
[20].  An intelligent coach for scientific experimentation, ALI, has already been integrated with VFTS [6].  Nevertheless, learners who lack extensive industrial engineering background find the VFTS difficult to understand and use.  We anticipate that by integrating a socially intelligent agent with the VFTS, particularly one that supports novice learners, a wider range of learners will benefit from working wih the VFTS.


This paper is concerned with developing an appropriate set of utterances that a socially intelligent agent can use to communicate with learners.  An agent needs to know what to say and how to say it in order to convey and exploit its social intelligence.  It also needs the ability to express its comments with an appropriate tone of voice, accompanied with appropriate gestures; these are also areas of active research at CARTE (Marsella and Gratch)[1](Johnson et al. 2002)[12], but are beyond the scope of this paper.  Human tutorial dialogs were analyzed for this purpose, and some of the results of this analysis are presented here.  The resulting dialog exchanges were implemented in an agent interface that is being used to emulate socially intelligent tutorial interaction.

1. Learner-Tutor Interaction Study
To investigate the role that social intelligence plays in learner-tutor interaction, we videotaped interactions between learners and tutor while the students were using the VFTS.  Students read through an on-line tutorial in a Web browser, and carried out actions on the VFTS simulation as indicated by the tutorial.  Learners were supposed to analyse the history of previous factory orders in order to forecast future demand, develop a production plan, and then schedule the processing of jobs within the factory in order to meet the demand.  The tutor sat next to the students as they worked, and could interact with them as the student or the tutor felt appropriate.  Completing the entire scenario required approximately two hours of work, divided 
into two sessions of approximately one hour.  Three video cameras were used
:  one focused on the learner’s face, one focused on the computer screen, and one providing a view of the learner and tutor together.  This made it possible to track the learner’s actions and focus of attention, as well as verbal and nonverbal interactions between the learner and the tutor.


Prior to the first session learners were given a brief questionnaire to assess their familiarity with manufacturing and business management techniques, and with computers. The Myers-Briggs Type Inventory (MBTI) was administered to each learner in order to assess personality characteristics.  After the learners completed the tutorial and all the exercises the tutor had the learners complete a post-test relating to factory management.  Finally, the student and tutor were each interviewed separately. The learners were questioned regarding subjective motivational and affective factors, e.g., how difficult or easy they found the material, how confident they felt, and whether they felt the work to be enjoyable or frustrating.  They were also asked whether these factors changed over the course of the sessions.  The tutor was asked to make similar assessments of the student, e.g., whether the student felt confident, frustrated, etc.  The tutor was also asked to explain what led him to draw these conclusions.


The 
tutor in this preliminary study was an industrial engineering professor who had won awards for excellence in teaching, and who uses the VFTS in his courses.  We plan follow-up studies with other tutors with varying skills, as well as with pedagogical agents, in order to assess the generality of the results of this study.  Two students participated in the study.  One was an electrical engineering student who was familiar with working computers and solving engineering problems, but did not have expertise in industrial engineering per se.  The other student was a business major who had little experience with engineering problems, but was ultimately able to apply her knowledge of business to the industrial engineering problem.


The interactions in this experiment differ in a number of respects from those observed in most previous studies of tutorial dialog.  First, the tutor was there to coach the learner as needed, rather than act as tutor per se. The tutor was aware of the instructional objectives of the exercise, and might interrupt to assist the learner with a particular topic if the tutor deemed it necessary, but most of the time the tutor would respond to the learner’s questions, or offer advice and hints about the learner’s problem solving activities.  This contrasts with tutorial dialog studies such as those of Graesser, Person, et al. (e.g, [9]) and Chi et al. [4] in which the tutor leads the dialog via a series of questions.  Furthermore, the learner was interacting with both the VFTS and the tutor. The VFTS does not critique the learner’s actions, but it does respond to them immediately, which can help the learner to tell whether he or she is making progress.  Other researchers such as Merrill et al. [16] have studied tutorial dialog in the context of problem solving, but there the tutor is the sole source of feedback for the student, e.g., because the student works out the problem on paper.  In the VFTS context the tutor must decide not just how to guide the learner, but also when.  This is similar to the problem that a pedagogical agent faces in deciding when to interrupt a learner with advice or feedback.


To 
analyse the interactions, and use them in designing learner-agent dialog, we transcribed them and annotated them using the DISCOUNT scheme [18].  DISCOUNT represents the structure of educational dialogs as a series of episodes, each pertaining to a particular topic.  Episodes are divided into exchanges between the parties in the dialog, which are composed of a series of turns (e.g., initiate, respond, reinitiate).  Each turn consists of one or more dialog moves, classified 
according to speech act (hint, support, contradict, etc.) and marked with predicate labels that indicate the function of the move in the dialog. 


DISCOUNT was intended to model continuous dialog.  The dialogs in this study, however, are not continuous, but are interspersed with periods where the student is working without talking.  Nevertheless, DISCOUNT proved useful in making explicit the structure of the dialog and the relationships between dialog moves, and made it relatively easy to compare similar dialog moves, to see the different ways in which moves are realized.  Since most exchanges were followed by a pause while the learner continued her work, these pauses were used to structure the dialog into episodes; this contrasts with uses of DISCOUNT in continuous dialog where the episode boundaries are signalled by topic shifts.

2. Overall observations

Although the tutor did not explicitly ask the learners questions about their motivational state, e.g., their level of confidence, he reported that he was able for the most part to assess this, and the 
tutor’s assessments agreed with the learners’ self-reports during the post-session interviews.  One learner started out with little confidence in her ability to solve the problem, and grew in confidence over time; the other had a high degree of confidence throughout.  The tutor was able to recognize when the students were growing frustrated, and would intervene to offer help.  He could tell that one student was interested in the material, but had more difficulty assessing the other student’s level of interest, commenting that she was “just the type of student that you wouldn’t be able to identify” in this regard. 


The tutor also noted different working styles between the students, which were consistent with their self-reports.  One student preferred to work out problems on her own, whereas the other preferred to work collaboratively with the tutor.  The tutor took the individual differences into account in deciding when and how to interact with the learners.  With the student who preferred to work on her own, the tutor would refrain from intervening unless the student was clearly stuck.  Ironically, this student did 
not perform as well on the post-test, so perhaps the tutor should have intervened more to probe her understanding. The learners differed  significantly in their scores on the Myers-Briggs Type Inventory, raising the possibility that it might be useful for predicting these differences.


Analysis of videotapes revealed a number of cues that the tutor used to assess learner motivation and decide when and how to intervene.  The types of questions posed by the learners were important, as well as their frequency; one student asked many more questions about terminology, and repeatedly asked for confirmation that she was doing the right thing.  The tutor noted when the learners pressed the wrong button on the VFTS, or pressed the same buttons repeatedly.  Conversely, the failure to press a button was indicative; if the tutorial instructions called for a particular action to be performed on the VFTS, and the student failed to take any action, the tutor might intervene.  This required the tutor to track the learner’s focus of attention, and infer effort and intention from it, e.g., to assess how much effort the learner was employing to read and understand the written materials.  The speed at which the learner carried out tasks was also important, but not uniformly so; the tutor wanted to see the learners read the written materials carefully, and then work quickly with the VFTS.  Many of these cues are amenable to automated analysis, and we have taken what appear to be the most significant ones into account in the design of the new agent.

3. Interaction Tactics

The tutorial exchanges can be characterized as a series of interaction tactics, where each tactic is intended to communicate particular information or have a particular effect on the listener.  When a dialog exchange is initiated the speaker looks to see that the intended effect has been achieved, and if not rephrases the comment accordingly.  The following example illustrates this, where the tutor is trying to get the student to choose which type of analysis to perform.


Tutor: Wanna use regression?  You’ve been using regression, why not stay with regression
?


Student: Huh?


Tutor: Which are you going to use?  The three techniques are expansion smoothing, regression, and moving average.  Which one?


Student: I’m supposed to use regression, right?


Tutor: Might as well.  You’ve been using it.


Student: OK.

Since the tutor in particular frequently needed to rephrase comments when the learner did not understand them, we find in the transcripts multiple utterance variants all intended to achieve the same communicative goals.  Further examples of these can be found in [11].


The tutor was often trying to achieve a combination of informational and motivational goals simultaneously.  Comments and suggestions were phrased so as to engage the learner, reinforce the learner’s sense of control, and encourage metacognition.  For example, hints and suggestions were sometimes phrased as questions about what the learner wants to do, e.g.:


Tutor: Want to look at your capacity?

Direct instructions were quite rare, and mainly concerned with operating the user interface. Instead the tutor spoke of what the learner could do, or what the tutor would do if he were making the decision.  Other comments implied joint decision making, e.g.,


Tutor: So why don’t we go back to the tutorial factory…


Likewise direct critiques of the student performance were uncommon.  Instead, the tutor tried to encourage the learner to critique her own work, e.g.,


Tutor: So you’re happy with that?


Although many tutor comments had motivational aspects, there were few direct expressions of praise and encouragement, such as “You did good” or “There you go.”  These were addressed only to the learner with low confidence, and expressions of praise occurred only at the end of each session. Equally rare were confirmations that the learner was on track, like “right” and “OK”.  This differs from the tutors studied by Fox [8], who provided continual confirmatory feedback.  Our previous pedagogical agents Steve and Adele [13] also gave continual confirmatory feedback: we 
must re-evaluate the desirability of such feedback.

4. Implementation of Interaction Tactics

Based upon these analyses, an implementation of interaction tactics was incorporated into the user interfaces that the SI Project is currently developing.  The SI learner interface is designed to facilitate two-way communication between the learner and the agent.  The learner’s screen includes a hypertext window for viewing tutorial materials, a problem solving window (i.e., the VFTS simulation control panel), the agent persona, and a text type-in window.  A camera placed on the top of the learner’s display is focused on the learner’s face.  The agent has access to multiple sources of information for monitoring the learner.  The camera is used to track the position of facial features, particularly the eyes.  The interface sends a notification when a paragraph enters or leaves view, or when an object is moused on the screen.  We are currently integrating these sources of information to estimate the learner’s focus of attention.  The learner can also send comments and questions to the agent.  If the learner mouses on a key word or phrase in the tutorial text, she can select from a menu of questions relating to that topic.  Alternatively, the learner can type a question or comment into a text window.


The learner interface currently communicates with an experimenter interface running on another computer, designed for Wizard-of-Oz testing of learner-agent interaction.  The experimenter can view the learner’s screen activities, using NetMeeting, and send and receive messages to and from the learner.  The agent speaks the comments sent by the experimenter, using test-to-speech synthesis software.

<move>


<!-- 7S P1 47:11  T  -->

<!-- So number 2, the number of seasons may not be 2 then.-->


<predicate role="initiating" move="all" name="action1"/>


<predicate role="initiating" move="all" name="noun1"/>


<predicate role="initiating" move="hint" name="suggest"/>


<predicate role="initiating" move="inform" name="identify"/>


<predicate role="initiating" move="reason" name="explain"/>


<template>



So <nounphrase case="object" type="parameter"





 name="noun1.nounphrase1"/>



may not



<verbphrase type="parameter" name="action1.action1"





 form="infinite"/>



.


</template>

</move>

Figure 1.  An example dialog move template

The underlying generation scheme utilizes DISCOUNT as a way of classifying dialog moves.  It operates on a set of move templates, each of which includes a set of DISCOUNT predicates and a template for expressing the move in natural language. The templates can specify language elements, which are filled in during the generation process with values selected by the experimenter. The move templates and language elements are specified using an XML syntax and all defined in one language definition file. Error! Reference source not found. shows an example move from the currently used language definition file. The moves are based upon utterances found in the transcripts; the comments at the top of the move template show the original utterance and the transcript and time code where it was found.  The move template may classify the move in multiple ways, reflecting the fact that the same utterance may have multiple communicative roles, and different coders may code the same utterance differently.
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Figure 2.  Experimenter interaction tactic interface


Our goal is to have the agent select utterances based upon its communicative intent, expressed in DISCOUNT terms.  As 
DISCOUNT is not a very simple or efficient formalism for a human tutor to use in describing an utterance to be generated, we have developed a set of dialog move pattern templates for constructing the desired move, as shown on the left column in Error! Reference source not found..  These combine primary communicative intent with secondary motivational intent; for example, “Hint Tutor’s Goal” means give a hint of what the tutor would do in the current situation. This approach has the benefit of making explicit the sophisticated interaction tactics that our expert tutor employed, thus codifying tutorial expertise.


The natural language generator uses the move template predicates and natural language elements (noun phrases and verb phrases), and generates a set of possible utterances to say
.  In the event that there is no utterance template in the language definition file that matches the selection criteria exactly, those that partially match the selection criteria are considered,.  Four matching criteria are used for ranking these: (1) closeness of match of move predicates, (2) degree of correspondence between natural language elements chosen by the experimenter and natural language elements used in the utterance, (3) recency criteria, to avoid repeating the same utterance, and (4) a random factor to add variety to the agent’s language and keep the agent from repeating himself.  The five most highly ranked options are presented to the experimenter as options.  The experimenter then selects an option and edits it if necessary.


A natural language parser has also been developed, utilizing 
a technique adapted from eDrama FrontDesk [7].  When the user types a sentence, the sentence is canonicalized, matched against move templates, and the closest matches are offered to the user as options. We have incorporated this into the experimenter’s interface, and we plan to add it to the learner interface as well, so that the learner can converse with the agent in natural language.

5. Validating the Dialog Generation Model

Do the generated utterances allow a tutor, or agent, to say everything it would like to say in the context of the VFTS?  The goal of the next experiment was to compare interaction tactics across different tutors and either confirm that there are no gaps in the dialogue generation model, or add new speech acts to the model if there are gaps. 

 
This experiment was a more focused version of the preliminary study. The tutor was a developer of the VFTS and also a female (versus a male in the initial study), and the student was a liberal arts major who had little experience with engineering problems. A second tutor, a graduate student and expert user of VFTS, will conduct a second trial.  As in the initial study, the tutor sat next to the student and provided help in a way that was most natural to her. The dialogue was recorded and transcribed, and a screen recording was made using Camtasia Studio to provide context when there were questions about the dialogue
. 


Utterances 
that the tutor initiated,  and responses that might be initiated, were classified into the ten high level categories, listed in Figure 2, "Direct an action", "Give feedback", etc.,. We then attempted to generate the utterances using the tool. Of the twenty two utterances analyzed, 3 were almost exact matches; 3 were good matches; 7 were matched, but in an awkward way, or way that slightly altered the meaning of the utterance, and 9 were not matched, or matched so poorly as to be unacceptable. The awkward matches typically used the same words but in a different way, e.g. "generate the plan" was matched by "do generate plan" and "run the planning". The utterances that did not match were typically missing a key word that the preliminary study tutor didn’t use, and that couldn't be easily substituted, e.g. "compare" and "paragraph". When these situations arose, we searched the raw templates to verify that the key word was not available to the interface. This is not a serious limitation since new terms can be added on the fly via the experimenter interface.  When the interface is configured for use by an agent, care will 
be taken to ensure that the interface has sufficient vocabulary to cover the domain of discourse.

6. Related Work

Several researchers are looking at the how richer models of learner-agent interaction can address social aspects of communication, in part to promote learner motivation [1]
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[2].  However, these other efforts draw a distinction between task-oriented dialog and social- or motivation-oriented dialog moves, and suggest a model where different types of utterances are interspersed.  Our data suggests instead that social and motivational factors have a pervasive effect on tutorial interaction, and a pedagogical agent must continually consider social and motivational factors when interacting with learners.

7. Conclusions and Next Steps

This paper describes initial efforts toward the development of pedagogical agents capable of socially intelligent communication, based upon empirical studies of learner-tutor interaction.  These studies revealed a sophisticated use of interaction tactics to achieve multiple communicative and motivational goals.  A natural language generator was developed that generate dialog moves to implement these interaction tactics.  As next steps, we must test the repertoire of verbal dialog moves by applying them to other learning tasks, and extend the interaction model to include nonverbal gestures.  We plan to run Wizard-of-Oz studies to compare learner-agent interaction and human-agent interaction in similar learning contexts. Based on these tests we can then proceed to develop a pedagogical agent that can select appropriate interaction tactics, observe the learner’s response, and adapt tactics as needed.
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