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ABSTRACT: With the growth of networked computers and associated applications, intrusion detection has become essential to keeping networks secure. A number of intrusion detection methods have been developed for protecting computers and networks using conventional statistical methods as well as data mining methods. It is necessary that the capabilities of intrusion detection methods be updated with the creation of new attacks. This paper proposes a hybrid intrusion detection method that uses a combination of supervised and outlier based methods for improving the efficiency of detection of new and old attacks. The method is evaluated with the benchmark intrusion dataset called the knowledge discovery and data mining Cup 1999 dataset and the new version of KDD (NSL-KDD) dataset. Thus the performance of our method is very good.
Index terms: intrusion detection; supervised; outlier; NSL-KDD

1. INTRODUCTION
With the enormous growth of network-based computer services and the huge increase in the number of applications running on networked systems, the adoption of appropriate security measures to protect against computer and network intrusions is a crucial issue in a computing environment. Intrusions into or attacks on a computer or network system are activities or attempts to destabilize it by compromising security in confidentiality, availability or integrity of the system.
                    Intrusion Detection Systems (IDS) capable of detecting attacks in several available environments. This Intrusion Systems resolve ambiguities in passive network monitoring by placing detection systems on the line of attack.  IDS are able to give prevention commands to firewalls and access control changes to routers. This can be seen as an improvement upon firewall technologies. It can make access control decisions based on application content, rather than IP address or ports as traditional firewalls do. 
                     An intrusion detection system (IDS) monitors events occurring in a computer system or a network and analyzes them for signs of intrusions. Intrusion detection (ID) is a type of security management system for computers and networks. An ID system gathers and analyzes information from various areas within a computer or a network to identify possible security breaches, which include both intrusions (attacks from outside the organization) and misuse (attacks from within the organization).  A network-based IDS (NIDS) often consists of a set of single-purpose sensors or host computers placed at various points in a network. These units monitor network traffic, performing local analysis of that traffic and reporting attacks to a central management console. Network-based intrusion detection is generally implemented using two approaches: rule-based and anomaly-based. 
                  A boundlessness of methods for misuse detection as well as anomaly detection has been applied.The rule-based approach  usually does not generate a large number of false alarms since it is based on rules that identify known intrusions but it fails to detect new types of intrusions as their signatures are not known.
                   The anomaly detection approach has the ability to examine new or unknown intrusions. Thus given the promising capabilities of anomaly-based network intrusion detection systems (A-NIDS), this approach is currently a principal focus of research and development in the field of intrusion detection.
2. OVERVIEW OF ANOMALY DETECTION TECHNIQUES
Anomaly detection techniques can be classified into three main categories. They are statistical based, knowledge-based, and machine learning-based. In the statistical-based case, the action or reaction of the system is represented from an ergodic viewpoint. On the other side, knowledge-based A-NIDS techniques try to capture the asserted actions from available system data (protocol specifications, network traffic instances, etc.). Finally, machine learning A-NIDS schemes are based on the establishment of an explicit or unstated model that allows the structures analyzed to be classified.
2.1 Statistical-based A-NIDS techniques
In statistical-based techniques, the network traffic function is captured and an outline representing its random behaviour is created. This outline is based on metrics of basic features such as duration, protocol, source & destination ip address, source & destination port, services etc, content and time based features. Two datasets of network traffic are considered during the anomaly detection process: one corresponds to the presently observed outline over time, and the other is for the previously trained statistical outline. As the network events occur, the present outline is determined and an anomaly grade estimated by comparison of the two behaviours. The grade generally indicates the degree of abnormality for a specific event, such that the intrusion detection system will list the occurrence of an anomaly when the  grade surpasses a certain threshold.Furthermore, most of these schemes rely on the assumption of a quasi-stationary process, which is not always realistic.Statistical-based A-NIDS techniques can further be classified into following categories: 
a. Operational Model or Threshold Metric
b. Markov Process Model or Marker Model
c. Statistical Moments or Mean and Standard Deviation Model
d. Multivariate Model
e. Time Series Model
2.2 Knowledge-based techniques
Knowledge based detection Technique can be used for both signature based IDS as well as anomaly based IDS.   It accumulates the knowledge about  specific attacks and system vulnerabilities. It uses this knowledge to exploit the attacks and vulnerabilities to generate the alarm. Any other event that is not recognized as an attack is accepted. Therefore the accuracy of knowledge based intrusion detection systems is considered good.  However their completeness requires that their knowledge of attacks be updated regularly. 
Knowledge based detection Technique can further be classified as:
a. State Transition Analysis
b. Expert Systems
c. Signature Analysis
d. Petri Nets


2.3 Machine learning-based A-NIDS schemes
Machine learning based NIDS is one of the classification of anomaly based NIDS. Machine learning techniques are based on establishing an explicit or implicit model that enables the patterns analyzed to be categorized. A singular characteristic of these schemes is the need for labeled data to train the behavioral model, a procedure that places severe demands on resources. In many cases, the applicability of machine learning principles coincides with that for the statistical techniques, although the former is focused on building a model that improves its performance on the basis of previous results. Hence, a machine learning A-NIDS has the ability to change its execution strategy as it acquires new information. Although this feature could make it desirable to use such schemes for all situations, the major drawback is their resource expensive nature.  
Machine Learning Based detection Technique can further be classified as:
a.Bayesian Networks
b.Neural Networks
c.Fuzzy Logic
d.Genetic Algorithm
e.Data Mining
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Fig 2.1 Anomaly Detection Techniques

3. RELATED WORK
Network attacks include four main categories: DoS (single source as well as distributed source), Probe, U2R and R2L following the standard classification of network intrusions as given in [16]. In the paper[1], the benefit of hybrid SVM via GA was illustrated also the paper has proven that by enhancing SVM with GA can reduce false alarms and mean square error (MSE) in detecting intrusion. In the paper[2], an intrusion detection model based on hybrid fuzzy logic and neural network was proposed. This new model has ability to recognize an attack with high detection rate and low false negative.In the paper[3], the two issues such as Accuracy and Efficiency by using Conditional Random Fields for hybrid intrusion detection system was presented. In the paper[4], a hybrid method of C5.0 and SVM was developed. The hybrid C5.0–SVM approach gave the best performance for probe, U2R and R2L attacks.In the paper[5], an intrusion detection model based on genetic algorithm and neural network was addressed. This approach uses evolution theory to information evolution in order to filter the traffic data and thus reduce the complexity. In the paper[6], a novel hybrid model for intrusion detection was proposed. The framework composed of TAN and REP which can be effortlessly implemented in real time and is able to detect U2R and R2L attacks .In the paper[7], feature selection method is proposed. This method increases the efficiency of a given intrusion detection model and reduces the dataset looking for overlapping categories and also filters the desired features.In the paper[8], a simplified particle swarm optimization (SSO) is proposed. SSO is an optimization method that has a strong global search capability and is used for dimension optimization. In the paper[9], a hybrid framework based on clustering and association was developed. This result better in terms of high detection and low false alarm rate.In the paper[10], an intrusion detection model based on hybrid neural network and SVM was presented. The key idea is to aim at taking advantage of classification abilities of neural network for unknown attacks and the expert based system for the known attacks. In the paper[11], a hybrid IDS is proposed. It is obtained by combining packet header anomaly detection (PHAD) and network traffic anomaly detection (NETAD).  By combining anomaly-based and misuse based IDSs shows that the hybrid IDS is a more powerful system. In the paper[12], a hybrid approach for adaptive network intrusion detection which involves a hybrid model combining HMM based model with Naive Bayesian (NB) based approach was proposed. But it holds some difficulties that might arise when implementing HMM model in real time.In the hybrid system[13] the advantages of low false-positive rate of signature-based intrusion detection system (IDS) and the ability of anomaly detection system (ADS) was combined to detect novel unknown attacks. This technique leads to fast and accurate intrusion detection. In the paper[14], a design of fuzzy logic-based system for effectively identifying the intrusion activities within a network are proposed. The amount of data retained for processing i.e., attribute selection process was reduced. In the paper[15], an IDS is based on a general and enhanced flexible neural tree FNT. The FNT structure is developed using an evolutionary algorithm and the parameters are optimized by a particle swarm optimization algorithm. 
4. Proposed System
 A two-level IDS is proposed  that is capable of detecting network attacks with a high degree of accuracy. The implementation of this IDS uses two levels of attack detection: a supervised method, and an outlier-based method. The selection of supervised or outlier-based classifier at a particular level for a given dataset is based on the classification accuracy of the individual classifier for a given dataset. The first level of classification categorizes the test data into three categories DoS, probe, normal and Rest (unclassified). U2R and R2L connections are classified as Rest at this stage. The main purpose at level 1 is to extract as many DOS and Probe connections as possible accurately from the data using a supervised classifier model.  At level 2, the Rest category is classified as U2R and R2L attacks using an outlier detection model.
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                    Fig 4.1 Block Diagram
This IDS has a high effective overall performance for known as well as unknown attacks.  As in the fig4.1. it is a combination of the a supervised classifier based on a categorical clustering algorithm and a supervised outlier detection algorithm based on symmetric neighbourhood relationship. The results are analysed with the benchmark intrusion dataset called NSL-KDD data set.
4.1 Preprocessing:
Each record in the dataset is described by 41 attributes, some of which are discrete, some continuous and some categorical values. Continuous valued attributes are discretized by taking logarithm to the base 2. Nominal valued attributes are mapped to discrete numerical codes (Serial numbers beginning with zero).The class label attribute is removed from the dataset and stored separately in a different file.
4.2 Supervised classification
The classification technique on [17] which creates a set of representative clusters from the available labeled training objects. Let the dataset to be clustered contain n objects, each described by d attributes A1,A2, . . . , Ad having finite discretevalued domains D1,D2, . . . , Dd , respectively. A data object is represented as X = {x1, x2, . . . , xd }. The j th component of object X is xj and it takes one of the possible values defined in domain Dj of attribute Aj . Referring to each object by its serial number, the dataset can be represented by the set
N = {1, 2, . . . , n}. Similarly, the attributes are represented by the set M = {1, 2, . . . , d}.
The similarity between two data objects X and Y is the sum of per attribute similarity for all the attributes. It is computed as 
sim(X, Y ) = d ∑_j=1 s(xj, yj ),
where s(xj, yj) is the similarity for the j th attribute defined as
s(xj, yj ) = {1 if |xj − yj| ≤ δj ,0 otherwise},
where δj is the similarity threshold for the j th attribute. For categorical attributes δj = 0 and for numeric attributes δj ≥ 0.We use a subspace-based incremental clustering technique.
                          A cluster is a set of objects that are similar over a subset of attributes only. The minimum size of the subset of attributes required to form a cluster is defined by the threshold MinAtt. Let the subset of defining attributes be represented by Dattributes = {a1, a2, . . . , anoAttributes} such that Dattributes ⊆ M and noAttributes is the size of Dattributes. A cluster is represented by its profile. The profile representation is similar to that of an object. All objects in a cluster are similar with respect to the profile. The cluster profile is defined by a set of values, Values = {v1, v2, . . . , vnoAttributes} taken over the corresponding attributes in Dattributes, that is v1 ∈ Da1 is the value for attribute
a1 ∈ M, v2 ∈ Da2 is the value for attribute a2 ∈ M.
It involves
Subspace-based Incremental Clustering Technique. 
· Cluster C = {Olist, Profile}
                 Olist->Index of the rows present in the cluster
· Profile = {noAttributes, Dattributes,Values}.
                  noAttributes->Number of features 
                 Dattributes->Name of the features 
To obtain appropriate values for δj and δaj , the following two tasks are performed.
(i) Preprocessing of the dataset using  logarithm to the base 2 normalization to remove bias. It discretize continuous-valued attributes by taking logarithm to the base 2 and then converting to integer. This is done for each attribute value z using the computation: if (z > 2)z = _(log2(z)) + 1. Before taking the logarithm, the attributes that take fractional values in the range [0, 1] are multiplied by 100 so that they take values in the range [0, 100].

(ii)  Use of a heuristic method to identify appropriate range for δj and δaj by exhaustive experiments using benchmark and real-life datasets.
4.2.1 The CatSub+ algorithm
This algorithm on [17] which minimizes the dependency on input parameters by providing the probable range of parameter values based on a heuristic method. Further, CatSub+ is cost effective, since it works on subset of relevant features selected using an information theoretic method. CatSub+ starts with an initially empty set of clusters. It reads each object Xi sequentially, inserts it in an existing cluster based upon the similarity between Xi and the clusters, or a new cluster is created with Xi if it is not similar enough, as defined by the threshold MinAtt, to be inserted in any one of the existing clusters. Search for a cluster for inserting the present object is started at the last cluster created and moves toward the first cluster until the search is successful.  If successful, the object is inserted in the cluster found and the search is terminated. At the time of inserting the object in the found cluster C, the values of the defining attributes of the cluster (C.noAttributes) are set according to the computed similarity measure between the cluster and the object. The sets of C.Dattributes along with C.Values are also updated. If the search is not successful, a new cluster is created and the object itself made the representative object of the cluster, i.e. the full set of attributes becomes Dattributes while the full set of values of the object becomes corresponding Values of the new cluster profile. Initially, CatSub+ is trained with a fixed number of known clusters. Once the clusters and corresponding profiles are built for the known classes, newer instances are incrementally inserted in any one of the clusters. Before the initiation of cluster formation and respective profile building, all the unselected objects are marked as unprocessed. Similarity thresholds minAtt and minSize are assigned high values and they are gradually decreased in steps. In each iteration, the remaining unprocessed objects are clustered using the similarity measure, with reference to δ. If it fails to insert an object in any of the preexisting known clusters (created in the previous iteration), then a new cluster is created with the object. When the clustering process ends in the present iteration, cluster profiles are extracted from each of the clusters having at least minSize objects in it and the objects in such a cluster are marked as processed. All insignificant clusters, whose sizes are less than minSize, are deleted. The remaining new clusters become known clusters for the next iteration after making them empty by deleting their object lists. Then the threshold values minSize and minAtt are reduced so that the next iteration can create larger clusters instead of fragmented clusters. By reducing the thresholds, more generalization is allowed. The algorithm iterates so long as there are unprocessed objects remaining. To ensure termination of the algorithm, minSize is reduced to minSize/2 so that the ultimate value of minSize becomes 1, after which no objects will remain unprocessed. The threshold minAtt is loosened by setting minAtt = minAtt − α, where α is a small integral constant such as 1 or 2. Reduction of minAtt below a certain level (MIN) is not allowed. It remains constant atMIN. 
Generalization beyond the MIN level will make data objects belonging to two different classes indistinguishable. When the clustering process terminates, the set of profiles found in the profile file becomes the final cluster profiles for use in the prediction process.
4.3 Outlier Mining based classification
Outlier Mining method on [17] which based on symmetric neighborhood relationships. For each object of the dataset, a forward neighbor outlier factor is estimated by finding the nearest neighbor set and the forward nearest neighbor set of the data objects to identify outliers.
In the dataset D = {d1, d2, . . . , dn} of n objects, let di and dj be two arbitrary objects in D. It used Euclidean distance to evaluate the distance between objects di and dj , denoted as dist (di, dj ). The Nearest Neighbor Set of k objects for an object p (NNk(p)) is the set of k nearest neighbor objects of p where k > 0. In dataset D of |D| objects, |NNk(p)| = k
(i) if ∀p _∈ NNk(p) and (ii) dist(o, p) < dist( ´o, p) where o and ´o are kth and(k + 1)th nearest neighbors of p, respectively.  Forward Nearest Neighbor Set of k objects of object p is the set of objects whose NNk contains p, denoted as FNNk(p). In dataset D of |D| objects where p and q are FNNk(p) = {q ∈ D | p ∈ NNk(q), p ≠ q}.
A score for each object of the dataset is computed based on |NNk| and |FNNk| of the object. The score is termed Forward Neighbor Outlier Factor of k objects (FNOFk) and  it decides the strength of linkage of the object with other objects. The Forward Neighbor Outlier Factor of k objects for an object p is the ratio of the remaining number of objects of FNNk(p) of the dataset D (except object p) to the number of dataset objects (except object p), denoted as FNOFk(p). 
4.3.1 GBBK Algorithm:
The outlier detection algorithm on [17] which named the GBBK algorithm consists of two functions: getFNOFk(D, k) and getNNk(D, p, k). The function getFNOFk(D, k) computes the distances among all objects using Euclidean distance, sorts all distances and searches for the shortest k distances. The function getNNk(D, p, k) searches for forward nearest neighbor objects for each of k objects returned by the function getFNOFk(D, k) for any object and computes a score.

5. Performance Analysis
5.1 Supervised classification: 
When the training set is 450 data objects and the testing set is 180 data objects .The high detection rate is 0.97778 percentage.

5.2 Outlier Classification:
When the testing set is 935 data objects 
	Index
	Threshold
	True Positive Rate
	False Positive Rate

	1
	0.97
	0.8
	0.055

	2
	0.98
	0.75
	0.049

	3
	0.99
	0.55
	0.049



Table 5.4 Outlier Classification 

6. CONCLUSION AND FUTURE ENHANCEMENT
The proposed system presented a two-level hybrid intrusion detection method based on supervised and outlier methods. This method exhibits very good performance in detecting rare category attacks as well as large-scale attacks of both new and existing attacks when tested with a NSL KDD datasets. In further studies, this system will strive to create a more effective ensemble approach based on faster and efficient classifiers so as to make a significant contribution in the study of the intrusion detection.
7. REFERENCES
[1]Kayvan Atefi1, Saadiah Yahya2, Ahmad Yusri Dak3, and Arash Atefi4 “A HYBRID INTRUSION DETECTION SYSTEM BASED ON DIFFERENTMACHINE LEARNING ALGORITHMS” Proceedings of the 4th International Conference on Computing and Informatics, ICOCI 201328-30 August, 2013 Sarawak, Malaysia. Universiti Utara Malaysia (http://www.uum.edu.my )Paper No.022
[2]Muna Mhammad T. Jawhar & Monica Mehrotra “Design Network Intrusion Detection System using hybrid Fuzzy-Neural Network” International Journal of Computer Science and Security, Volume (4): Issue (3)
[3]Sandip Ashok Shivarkar Mininath Raosaheb Bendre “Hybrid approach for Intrusion detection using conditional random fields” International Journal of Computer Technology and Electronics Engineering (IJCTEE) Volume 1, Issue 3

[4]Vahid Golmah “An Efficient Hybrid Intrusion Detection System based on C5.0 and SVM”  International Journal of Database Theory and Application Vol.7, No.2 (2014), pp.59-70

[5]Parveen Kumar,Nitin Gupta “A Hybrid Intrusion Detection System Using Genetic-Neural Network” International Journal of Engineering Research and Applications (IJERA) ISSN: 2248-9622 National Conference on Advances in Engineering and Technology (AET- 29th March 2014) 
[6]Mradul Dhakar+ and Akhilesh Tiwari “A Novel Data Mining based Hybrid Intrusion Detection Framework” ISSN 1746-7659, England, UK Journal of Information and Computing Science Vol. 9, No. 1, 2014, pp. 037-048 (Received June 23, 2012, accepted October 12, 2013)
[7]Witcha Chimphlee,Abdul Hanan Abdullah,Mohd Noor Md Sap”A Rough fuzzy hybrid algorithm for Computer Intrusion Detection”International Journal of Arab techonologies,VOl 4,No 3,July 2007 International Journal of P2P Network Trends and Technology (IJPTT) – Volume 3 Issue 8 - Sep 2013
[8]S. Revathi1, A. Malathi2 “Network Intrusion Detection Using Hybrid Simplified Swarm Optimization Technique”ISSN: 2249-2615 Page 375 Manish Somani1, Roshni Dubey2” Hybrid Intrusion Detection Model Based on Clustering and Association
[9]Manish Somani1, Roshni Dubey2 “Hybrid Intrusion Detection Model Based on Clustering and Association” International Journal of Advanced Research in Electrical,Electronics and Instrumentation Engineering (An ISO 3297: 2007 Certified Organization)Vol. 3, Issue 3, March 2014 
[10]Wesam K. AL-Rashdan, Reyadh Naoum, Wafa,S. Al_Sharafat, Mu'taz Kh. Al-Khazaaleh “Novel Network Intrusion Detection System using Hybrid Neural Network (Hopfield and Kohonen SOM with Conscience Function)” IJCSNS International Journal of Computer Science and Network S 10 ecurity, VOL.10 No.11, November 2010 Manuscript received November 5, 2010 Manuscript revised November 20, 2010
[11]M. Ali Aydın *, A. Halim Zaim, K. Gokhan Ceylan “A hybrid intrusion detection system design for computer network security”Department of Computer Engineering, Faculty of Engineering, Istanbul University, 34320 Avcilar, Istanbul, TurkeyComputers and Electrical Engineering 35 (2009) 517–526
[12] R Rangadurai Karthick, R Rangadurai Karthick, Balaraman Ravindran,”Adaptive Network Intrusion Detection System using a Hybrid Approach”, 978-1-4673-0298-2/12/$31.00 c 2012 IEEE
[13] Kai Hwang, Fellow, IEEE, Min Cai, Member, IEEE, Ying Chen, Student Member, IEEE, and Min Qin “Hybrid Intrusion Detection with Weighted Signature Generation over Anomalous Internet Episodes” IEEE TRANSACTIONS ON DEPENDABLE AND SECURE COMPUTING, VOL. 4, NO. 1, JANUARY-MARCH 2007 
[14] Chapke Prajkta P. , Raut A. B.“Hybrid Model For Intrusion Detection System” International Journal Of Engineering And Computer Science ISSN:2319-7242 Volume1 Issue 3 Dec 2012 Page No. 151-155
 [15] Yuehui Chen,1,† Ajith Abraham,2,* Bo Yang1,‡ “Hybrid Flexible Neural-Tree-Based Intrusion Detection Systems”1School of Information Science and Engineering, Jinan University,Jinan 250022, P.R. China 2School of Computer Science and Engineering, Chung-Ang University,Seoul, Korea
[16] Lippmann, R. et al. (2000) Evaluating Intrusion Detection Systems: The 1998 DARPA Off-Line Intrusion Detection Evaluation. Proc. DARPA Information Survivability Conf. and Exposition (DISCEX) 2000, Los Alamitos, CA, USA, pp. 12–26.
[17] Prasanta Gogoi1, D.K. Bhattacharyya1,∗, B. Borah1 and Jugal K. Kalita2 “MLH-IDS: A Multi-Level Hybrid     Intrusion Detection Method” © The Author 2013. Published by Oxford University Press on behalf of The British Computer Society

Abnormal Video Event Detection Using Neural Network
Proceedings of National Conference “ViSiON’15” on “Computer Technology” 9th April’ 15
Department of CSE, Government College of Engineering, Tirunelveli, Tamil Nadu, India.







T.K.Renugha
PG Scholar
Department of CSE
Govt.College of Engineering
Tirunelveli

K.Thulasimani
Assistant Professor
Department of CSE
Govt.College of Engineering
Tirunelveli


ABSTRACT-Video anomaly detection plays a vital role in intelligent surveillance system. We introduce an abnormal video event detection system that considers both spatial and temporal contexts. To illustrate the video, we perform the spatiotemporal paths for video event detection. Thus this new formulation can accurately detect and locate video events in cluttered and crowded scenes, and is robust to camera motions. It can also well handle the scale, shape, and intra class variations of the event. Compared to event detection using spatiotemporal sliding windows, the spatiotemporal paths correspond to the event trajectories in the video space, thus can better handle events composed by moving objects. We prove that the proposed search algorithm can achieve the global optimal solution with the lowest complexity. Experiments are conducted on realistic video data sets with different event detection tasks, such as anomaly event detection and running detection. Our proposed method is compatible with different types of video features or object detectors and robust to false and missed local detections. It significantly improves the overall detection and localization accuracy over the state-of-art methods.
Index Terms—Event Detection, Anomaly Detection, Video Surveillance
1. INTRODUCTION

NOWADAYS, a large number of surveillance cameras have been installed due to the decreasing costs of video cameras. Intelligent surveillance video is of great interests in industry applications1 due to the increasing demand to reduce the manpower of analyzing the large-scale video data. Key technologies have been developed for intelligent surveillance, such as gait analysis5, pedestrian detection4, crowd counting10, object tracking2, video summarization9, vehicle template recognition6, privacy protection7 and face and iris recognition8. This paper mainly focuses on video anomaly detection i.e. identifying the irregular patterns which are different from the regular video events in a given data set11-20, and we intend to build an abnormal event detection system that can work in crowded scenes as well. Despite many previous work of detecting video anomalies 11-18, a small amount of them can work well in crowded scenes. As a result following challenges include:
1) Initially a crowded scene usually contains a large number of moving persons; thus can easily distract the local anomaly detector. It is tough, even for human beings, to successfully identify all the abnormal behaviors that occur in real time.
2) Next, whether an event is normal or abnormal usually application and context dependent, thus it is difficult to model the abnormal event.  An event can be measured as normal in one scenario while abnormal in another scenario. For real time applications, it is preferred that we can adaptively define the video anomaly rather than manually do this for each scenario.
3) Finally, although it is easy to obtain training videos of normal video events, it is hard to collect the sufficient samples of abnormal video events. Such an unbalanced training data brings challenges to build a robust video anomaly detector.
Surveillance videos are exclusively proposed as the real world application in papers, datasets that represent UCSD, Unusual crowd activity dataset, Subway dataset, UMN – crowd escape panic (old dataset). The growth of the data gives rise to two problems: They are Human monitoring becomes impractical and Storing the data is problematic.
2.  Related Work
2.1 Video Event Detection
Video event detection is an important topic in computer vision, with extensive applications in video surveillance, content-based video search, multimedia retrieval, and so on. The latter two have seen increasing demands due to the exploding number of Internet videos (e.g., YouTube). At the same time, the problem becomes more challenging when dealing with realistic videos because of the diversity of the video events, complex background motions, scale changes, and occlusions, not to mention the high-dimensional search space inherent to videos.
2.2 Object Tracking
Our event detection problem is quite different compared to online object tracking. More specifically, we aim at detecting a particular class of event (e.g., running) while not tracking or following an object/person. Initialization of the target object is not required in our method, but is necessary for online tracking.
3.  Proposed Work
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               Figure 1: Shows the overall architecture of the system.
3.1Background subtraction
Background subtraction, also known as Foreground Detection, is a technique in the fields of image processing and computer visionwherein an image's foreground is extracted for further processing (object recognition etc.).Background subtraction is used to segment the objects in each frame. Generally an image's regions of interest are objects (humans, cars, text etc.) in its foreground. After the stage of image preprocessing (which may include image denoising etc.) object localization is required which may make use of this technique. Background subtraction is a widely used approach for detecting moving objects in videos from static cameras. The rationale in the approach is that of detecting the moving objects from the difference between the current frame and a reference frame, often called “background image”, or “background model”. 

A background image Btat time instant t is recursively estimated from the image frame It-1and the background image Bt-1 of the video as follows33:




where (x, y) represent a pixel video frame and αis an adaptation parameter between 0 and 1. As the area of a smoke frame by frame grows slowly, so that the pixels belonging to a smoke quickly are not fixed in a background, value α should be close to 1.
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(a)                             (b)

Figure 2: (a) Extracted Frame (b) Foreground Object Extraction






3.2 Feature Extraction
3.2.1  Histogram Of Oriented Gradient
   Histogram of Oriented Gradient (HOG) is used for object detection in an image4. Histograms are the fastest and simplest non-parametric estimation methods. It is a process of extracting feature sets of an image descriptor based on the image gradient orientation. Divide image into small sub-images: “cells” Cells can be rectangular (R-HOG) or circular (C-OG).Accumulate a histogram of edge orientations within that cell. The combined histogram entries are used as the feature vector describing the object. To provide better illumination invariance (lighting, shadows, etc.) normalize the cells across larger regions incorporating multiple cells: “blocks”Compute gradients in the region to be described. Put them in the bins according to orientation. Group the cells into larger blocks and finally normalize each block and the feature is extracted. Carl Vondrick34 proposed detecting features for object detection.
The descriptor is made up of M*N cells covering the image window in a grid. Each cell is represented by a histogram of edge orientations, where the number of discretized edge orientations is a parameter (usually 9). The cell histogram is visualized by a 'star' showing the strength of the edge orientations in the histogram: the stronger a specific orientation, the longer it is relative to the others. The basic idea is that local object appearance and shape can often be characterized rather well by the distribution of local intensity gradients or edge directions, even without precise knowledge of the corresponding gradient or edge positions.
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             (a)                                            (b)                        

Figure 3: (a) Extracted Frame (b) Extracted HOG Feature


3.2.2  Histogram Of Optical Flow
Our method is based on extracting motion features from image sequences using optical flow. The distinct advantage of such approach is that the burden of correctly estimating motion in variable lighting conditions and clutter is entirely confined to optical flow calculation. There are many approaches to calculate the optical flow, and as we show in the experimental section, at least two approaches can be used in our framework. The procedure to obtain HOF35 motion descriptors from available optical flow field sequences does not make any assumptions about the source of optical flow data; therefore, it could be applied in variety of ways. The implicit assumption is that the sequences have same frame rate and flow field dimensions. 

Additionally, it can be assumed that each sequence contains a single temporal reference, which can be used for temporal alignment and that there exists predefined partitioning of the image into sub-regions, such as the partitioning. In a real world implementation, the descriptors can be extracted from the flow sequences immediately after the flow is obtained, therefore reducing the need for storage of original video sequences or optical flow field sequences.
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(a)                                            (b)                        

Figure 4: (a) Extracted Frame (b) Histogram of optical flow
3.3 Neural Network
The Neural Network Pattern Recognition Tool will help you select data, create and train a network, and evaluate its performance using mean square error and confusion matrices. Pattern recognition is a process in which the given set of information is compared with some standard data. The decision will be taken on the basis of the matching of the standard data and the input data. The pattern which has to be recognized is already given to the system (recognizing tool). For this task, the input information is changed into many different forms which are acceptable to the recognition tool. For example, a picture has to be recognized or classified, that picture will be changed into its image components (pixels, color intensity, or any electrical quantity) and these values are kept as target for the recognizing tool. Then at the time of experimentation the target values are compared with the input values and simultaneously the output is presented. For the recognition of abnormal events the training of the neural network has to be done. As we know that the neural network learns from examples and this learning process is named as training of the neural network. For the training of the samples nprtool uses the two layer feed forward network with sigmoid hidden and output neurons. The network is trained with the scaled conjugate gradient back propagation algorithm. As the confusion matrix shows that a 100% training of the network has been achieved, the 70% of the input data is used for the training, 15% of the input data is for the validation and the remaining 15%is for the testing of the network on the same time while training. This is the training of the network, but for the task of recognition/classification the testing of the network has to be done. 
3.4 Mean Shift Tracking
Mean Shift Tracking algorithm is an efficient approach to tracking objects whose appearance is defined by histograms (not limited to only color). The main objective of mean shift tracking is that to track non-rigid objects, (like a walking person), it is hard to specify an explicit 2D parametric motion model. Appearances of non-rigid objects can sometimes be modeled with color distributions.
There are two approaches while tracking the objects with color images. They are

1. Create a color “likelihood” image, with pixels weighted by similarity to the desired color (best for unicolored objects).

2. Represent color distribution with a histogram. Use mean-shift to find region that has most similar distribution of colors.

Ideally, we want an indicator function that returns 1 for pixels on the object we are tracking, and 0 for all other pixels Instead, we compute likelihood maps where the value at a pixel is proportional to the likelihood that the pixel comes from the object we are tracking. Computation of likelihood can be based on color, texture, shape (boundary), predicted location. Let pixels form a uniform grid of data points, each with a weight (pixel value) proportional to the “likelihood” that the pixel is on the object we want to track. Perform standard mean-shift algorithm using this weighted set of points.
	

3.5 Data Sets
We use the UCSD abnormal event detection data set36 for evaluation. The data set consists of two sections of two different scenarios. We use the videos in Section 2 that consists of 16 training and 12 test sequences. Each sequence has about 180 frames. The training videos capture only normal motions of walking crowd, while the testing ones have abnormal motions such as bikers, skaters, and small carts. Thus our target is to discover and localize the abnormal events.

3.6 Training
We first extract features at locations with notable motions in the training data set because abnormal events cannot happen without movement. The features we used are histogram of oriented gradients (HOG) 4 and histogram of oriented flows (HOF) 35 along with mean, standard deviation and variance. Features are then classified using neural network pattern recognition tool.
3.7 Testing
On testing, at any location with motions, we compute features and classify it using neural network pattern recognition tool. Finally the detected abnormal events are tracked using mean shift tracking algorithm.
4.  Results

The proposed system is implemented on a personal computer with 3.0GHz CPU and2GB memory running the Windows XP operating system. For 320×240 pixel images, the implementation of the proposed system runs at about 140 to150 frames/second and even more depending on the number of abnormal events being tracked.We created several training and test video sequences containing thousands ofpositive (pedestrians) and negative (non-pedestrians) samples in different situations.
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(b)
	
 Figure 5: (a)The top left is the normal events. The bottom left is the abnormal events. A peak which rise above are abnormal events and a peak which lies below are said to be a normal events. 
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 Figure 6: (a)The top left is the normal events. The bottom left is the abnormal events. A peak which rise above are abnormal events and a peak which lies below are said to be a normal events. 
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Figure 6: The upper two rows show the normal events. The bottom row represents the abnormal event
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Figure 7: Grid view of detecting the abnormal event
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Figure 8: The green boxes represent the correct data whereas the red boxes represent the incorrect data. The blue box represents the overall accuracy.
Thus the overall accuracy for testing the data is 96.7%
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Figure 9: The overall accuracy for training the data is 74.3%
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Figure 9: Shows the true positive and false positive rate
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Figure 9: Shows the performance
Thus the best performance achieved for finding the abnormal event is 0.0019357 at epoch 12.




5.  Conclusion

We have proposed a novel approach for detecting complex and dynamic events. The global optimal solution of our Spatio-temporal path algorithm improves the smoothness of the event, thus eliminating the false positives and alleviates missed or weak detections due to occlusions and the image low quality. In addition, it is efficient to search for spatiotemporal paths in a large 5D space of spatiotemporal, scale, and shape. Finally, our experiments on different types of events, using different features, with both local and global object representations proved that our proposed method is general and flexible enough to be applied to a wide class of events. In conclusion, this paper contributes to the computer vision literature a novel approach for video event detection and localization with significant improvements over the state-of-the-art methods. It will strongly benefit a class of problems in video event detection and localization, especially for the complex and dynamic events. 
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Abstract: 
 	Wireless Sensor Networks (WSN) are a heterogeneous system with a collection of sensors distributed unbalanced patterns in remote areas, and often in unfriendly environments, without any pre-deployed architecture, and with limited hardware inside them. As the use of wireless sensor networks continuously growing, it should require efficient security mechanisms. Therefore to ensure the security of communication and data access control in WSN plays a vital role and has top significance. Because sensor networks may interact with sensitive data and operate in hostile unattended environments, it is necessary that these security issues should be addressed from the beginning of design of the system itself. In this paper presenting secure network protocol and security mechanism for Data Access Control which is built upon network layer of WSNs and our focus is on data access control and secure network protocol. Here Virtual Counter Manager (VCM) along with the synchronized incremental counter is presented for detection of replay and jamming attack using basis of symmetric key cryptosystem. For access control & prevention from unauthorized access we are presenting Key-Lock Matching (KLM) method.
Index Terms: security, sensor networks, wireless networks, secure network protocol, data access control
1.  INTRODUCTION
     The wireless sensor network is composed of thousands to millions of small sensors form self organizing wireless network. Security for sensor network is not easy. These sensors will have limited processing power, storage, bandwidth and energy. The wireless sensor networks have been widely used in many applications such as environmental, hospital, military, organizations and smart home. Due to their nature of wireless communication, highly constrained in term of resources, limited computational time and memory space the WSNs are more vulnerable to various attacks. The attacker can continuously send packet to drain node’s batteries and waste network bandwidth, attacker can steal nodes, and pose unauthorized node in the network. In some application node authentication, packet authentication, packet confidentiality and packet integrity are more important. In this paper we present the secure wireless sensor network to provide secure network protocol, access control, security against node compromising and node capturing attacks. For introducing several attacks, an attacker node initially compromises several sensor nodes and accesses all keying materials kept in the compromised nodes then controls these compromised nodes to inject false data and send those information to the sink to cause high-level error decision. Therefore, it is crucial to notice compromised node as accurately as attainable in wireless sensor networks which results in energy deprivation.  In a recent work, Wen Hu [2,3] used the TPM hardware. It is based on Public Key (PK) platform. One necessary issue that should be resolved in order to completely utilize public key cryptography in WSN is to make up a public key infrastructure (PKI) for WSN, which is to establish a trust worthy identity. However the PKI for WSNs is not important to construct.
2.  RELATED WORK
The secure network protocol for wireless sensor networks is proposed in SPINS [5]. SPINS has two secure building blocks: SNEP and TESLA. SNEP provides the information confidentiality, two-party information authentication, and data freshness. TESLA is a new protocol which provides authenticated broadcast for severely resource constrained environments. It achieves low energy consumption by keeping a consistent counter between sender and receiver, such that an initialization vector (IV) is not needed to be appended to every packet. The main limitation of this platform was offered memory. In particular, the buffering restrictions limited the effective bandwidth of authenticated broadcast. The existing ContikiSec [6] supports three security modes: confidentiality-only (ContikiSec-Enc), authentication-only (ContikiSec-Auth), and authentication with encipherment (ContikiSec-AE). ContikiSec offers the programmer the choice to select between three security levels depending on the needs of the application on hand. ContikiSec offers the programmer the choice to select between three security levels depending on the needs of the application on hand. In FlexiSec [7] is aimed to provide either message/entity authentication or a combination of confidentiality and authentication or that of confidentiality, authentication, and replay protection along with flexible selection of MAC sizes. The ContikiSec and FlexiSec mechanisms focus on secure network protocol and do not consider the data stored in nodes. In addition to secure network protocol the issue of access control in data storage receives considerable attention at all times. The MoteSec-Aware [8] provides the secure network protocol and access control. The secure network protocol is presented to detect the reply and jamming attacks. Access control method used to prevent unauthorized access. Although R-LEAP+ [12] provided an approach to resist replay and jamming attacks, it is too computation intensive to be practical for resource-limited sensor network. In addition to secure network protocol, the issue of secure data storage receives considerable attention at all times. Recently, technologies for secure data storage have been developed not only for social networks (or cloud networks) but also for sensor networks in view of the need of privacy preserving [7] [8] [9]. In contrast to privacy-preserving, we focus on the authority of accessing the stored data in this paper. Although He et al. proposed an access control mechanism using ring signature [30], it is not suitable for resource-limited sensor network because the signature scheme may cost higher energy consumption.
3.  SYSTEM MODEL
3.1 Network Architecture     
There are three types of nodes, including leader node (LN), function node (FN), and sensor node (SN), in our sensor network topology. They are classified according to their hardware resources (remaining energy, memory size, etc.) [19]. The network region is partitioned into physical clusters, each of which contains a FN in charge of SNs in that cluster. Depending on concrete applications, clusters may overlap such that SNs in the overlapping region are affiliated with multiple FNs. In each cluster, SNs are responsible for collecting sensed data, while FNs aggregate the data from SNs; send commands to SNs; keep utility data, appliances, etc. in inside memory; and forward the received data to their upper level nodes (i.e., LNs, FNs). The LN is a network owner with abundant resources that can query data by an on-demand wireless link connected to all FNs. To prevent storage overflow of FNs, the LN can also be periodically dispatched to collect data and empty the storage of FNs.
3.2 Security Properties
3.2.1 Confidentiality:
 Confidentiality is a fundamental property of any secure communication system. Confidentiality guarantees that information is kept secret from unauthorized access. The typical way to achieve confidentiality is by using encryption.
3.2.2 Semantic Security: 
It guarantees that a adversary could not obtain partial information about the plaintext by observing the ciphertext.
3.2.3 Integrity:
 Integrity guarantees that the packet has not been modified during the transmission. It is achieved by including a digital signature, checksum and message integrity code (MIC).
3.2.4 Authenticity:
 Information authenticity guarantees that legitimate parties should be able to detect messages from unauthorized parties and drop them.
3.3 Attack Model
3.3.1 Active attack: 
Attackers can replay valid broadcast message of the previous transmission, for deceiving WSN nodes to carry out specified actions, such as providing adversaries with sensed data, or adjusting the node’s local timer. Attackers can also modify or directly inject bogus broadcast messages to WSN, causing damage to the network.
3.3.2 Compromise attack: 
It is very common that WSN users are equipped with portable devices, this makes the WSN users vulnerable to compromise attack. For example, the attackers may physically capture the user’s devices as well as the security information they store. Then attackers may use the compromised users to broadcast to the WSN. Furthermore, attackers may capture sensor nodes, obtain the secret they store, and then use the secret to undermine WSN.
3.3.3 Denial-of-Service (DoS) attack:
 (a)Attackers may flood bogus packets to WSN, causing WSN nodes to buffer all the messages received. Since the memory is very limited for sensor nodes, such local jamming attack will soon exhaust sensors’ memory and block the subsequent broadcast messages.
 (b) Compared with the symmetric key operations, the public key operations require sensor nodes more battery power.
3.3.4 Replay attack: 
The attacker obtains the copy of a message in a sensor node and latter tries to reply it. This is carried out either by the sender or by an adversary who intercepts the data and retransmits it.
4. PROPOSED SYSTEM
 MoteSec-Aware, is a secure network-layer protocol for wireless sensor networks. It not only works with low energy consumption but also establishes a practical high security mechanism on TelosB motes, which run the TinyOS 1.X operating system. In fact, MoteSec-Aware provides 
(1) A secure network protocol to permit data transmitted in an encrypted format in the air and
 (2) A filtering capability to permit or deny data access based upon a set of rules, which are frequently used to protect the data from unauthorized access while permitting legitimate communications to pass. 
More specifically, the design on the existing security primitive, AES, which has been proven to be the most suitable block cipher for the WSNs under consideration. The VCM with synchronized incremental counters and explore the KLM method to, respectively, resist the replay/jamming attacks and achieve memory data access control. AES-OCFA is the approach proposed to achieve the goal of secure network protocol.
MDACP is presented to achieve the goal of data access control. To defend against unauthorized users in accessing data KLM method to define access rights in each node because of its characteristic in needing low computation overhead. Through simple computations on the basis of keys and locks, protected memory data can be accessed
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                Fig.1: Motesec aware protocol stack
The structure of MoteSec-Aware is shown in Fig. 3.1. The lowest two layers are the raw hardware and hardware abstraction layers (e.g., the device drivers). These two layers provide all the basic services and components of the limited available resources (e.g., clock and radio), while TinyOS resides on top of them. 
As Figure 1 indicates, MoteSec-Aware is constructed within the TinyOS layer. MoteSec-Aware provides several materials, including Memory Data Access Control Policy (MDACP), Event Handler, VCM, Query Logic, and Key Pool. The symmetric key cryptosystem (i.e., AES) with a communication key (i.e., session key or pairwise key) to encrypt the data for the purpose of data confidentiality.
4.1 Security Against DoS via CFA with AES in OCB Mode 
The DoS attacks (i.e., false data injection attack and path- based denial of service (PDoS) attack) can exhaust limited energies of FNs and possibly black out a section of the monitored area. In order to deal with DoS attacks, authentication is a necessary security mechanism for preventing the communications in the network from DoS attacks. There have been many authentication schemes proposed for wireless sensor networks. In particular, CFA is the first authentication scheme supporting en-route filtering with only a single packet overhead.
4.2 Replay and Jamming Detection with Synchronized Incremental Counter Approach
MoteSec-Aware uses a synchronized incremental counter as an IV for achieving semantic security. Specifically, the IV associated with a buffer filter is used to detect replay and jamming attacks instead of appending IVs into packets transmitted in the air. With the synchronized incremental counter, VCM within each node for initializing the counter and maintaining counter synchronization between the sender and receiver. The synchronized incremental counter in each node increases one count per average delay automatically. In other words, when the packet transmission time is much longer than δ, the jamming attack can be detected at receiver. If a packet does not suffer the jamming attack, the receiver applies a buffer filter to detect whether the packet suffers the replay attack. 
4.3 Memory Data Access Control Policy (MDACP)
In MDACP, each user is associated with a key (e.g., a prime number) and each file is associated with a lock value. For each file, there are some corresponding locks, which can be extracted from prime factorization. Through simple computations on the basis of keys and locks, protected memory data can be accessed. MDACP not only stores encrypted files in nodes but also binds the user keys and specific encrypted files together. This approach has greatly reduced the risk of cracking the keys by attacking the encrypted files
4.4 Key Distribution and Update
The key distribution and update of secret keys in MoteSec-Aware is in this section. To keep the confidentiality of messages transmitted over the network, there are two types of keys, session keys) and pairwise keys, used in our system. Here, the session key is distributed in advance. After sensor deployment, pairwise keys are constructed for pairs of sensor nodes by applying our CARPY+ scheme. 
The advantage of CARPY+ is that it can establish a pairwise key between each pair of sensor nodes without needing any communication. This property is essential in constructing the CFA scheme, because establishing a key via communication incurs an authentication problem, leading to circular dependency. CARPY+ is also resilient to a large number of node compromises so that the complexity for breaking the CARPY+.
 When updating the session keys, we customize stateless session keys update schemes, which organize one-way key chain to facilitate the authentication of future keys based on previous ones. In stateless session keys update scheme, network owner uses the pairwise key K shared with each non-revoked node to encrypt the new session key. 
Message Transmission: When a node u wants to send message (msg) to destination node v, it calculates Message Authentication Code 
MACu(v,msg)=authu(v,K u,v, h(msg))+Nu,s; 
Where Nu,s is used for perturbation and h (msg) is value that is generated based on AES in OCB mode. The packet M with header is send to v possibly through multipath. 
Message Verification: At receiving side of packet M destination node calculates verification number according to his own verification polynomial
 VDv,u VDv,u= | verfu(u,Kvu,h(msg))- MACu(v,msg)| 
If VDv,u€ [0, 2r-1 -1] then authenticity and integrity of packet M is successfully verified , otherwise packet M will be discarded . 
Verification process for intermediate node is same as the destination node. 
The synchronized incremental counter approach at sender side is as per given in algorithmic steps. It is assuming sender has started to send packet to receiver. Sender gets counter value used as an IV from VCM. 
Algorithm: 1 
Sender side: Synchronized Incremental Counter Approach 
Scenario: Node u sends message msg to node v. 
Input: IV from sender VCM and Ku,v 
Output: Packet processed via AES-OCFA 
If radio channel=success then 
Send out packet 
 Else 
Back off for random period of time and 
then go to the step 1 
End. 
After some propagation delay in air receiver node will receive an incoming packet. It will perform two activities: 
1. Determination of whether packet is legitimate one. 
2. Determination of whether packet has suffered attacks. 
Algorithm 2 first checks whether the packet had suffered from Dos attack. If yes, then it means packet does not suffered from DoS attack, after words packet is checked whether replayed or jammed. 
In next step receiver gets a current counter value from virtual counter manager and calculates range counter value. Range counter interval is a set of IVs to verify received packet. If all decryption fail within the interval defined in range counter interval then packet may be jammed or invalid. Hence packets are dropped. In order to detect replay attack, simply buffer is used to filter out duplicate packets. For this purpose receiver queries the corresponding buffer filter for tuple of packet. If it is returning successful then it means to no duplicated tuples, and therefore packet is considered for adding into buffer filter. 

Algorithm: 2 
Receiver side: Synchronized Incremental Counter Approach 
 Scenario: Node v receives Packet M from node u. 
 Input: Range Initialization Counter 
 Output: verification result. 
 If packet not suffered from DoS attack==TRUE 
 Compute Range Counter Interval(RCI) 
 If decrypt all ≠success 
then Drop packet 
 Otherwise check Buffer filter 
 If Source Address and RCI matches
 then store in Buffer Filter otherwise discard packet 
 End 
4.5 Counter Synchronization
Initially, all nodes boot up with the same counter value. When the network runs for a period of time, the counters of nodes may lose synchronization. Recent advances in secure sensor network time synchronization enable pairwise time synchronization with error of mereμs. Transmission delay between neighboring nodes are on the order of ms.
 Thus, we launch VCM to synchronize counter value based on Secure Pairwise Synchronization (SPS) protocol. Note that the protocol is modified to conform to the security properties addressed in MoteSec-Aware and the resultant pairwise counter synchronization (PCS) protocol. 
Algorithm 3: Pairwise Counter Synchronization (PCS)
Input: IV (from random function) and K, A, B
Output: result of synchronization
A(C1)→(C2)B: synchronization packet
B(C3)→(C4)A:acknowledgement packet
 Calculate counter delay 
 If counter delay ≤   delay conter 
then calculate  Counter offset Node A updates its counter 
 Else
 The jamming attack is detected and the received packet is dropped.
 End
5. MEMORY DATA ACCESS CONTROL POLICY 
The unauthorized user is a mobile device/node with radio chipset CC2420 transceiver. In the network, personal information, key materials, and other information that have security concerns will be encrypted by AES-OCFA and stored in the inside memory. In MDACP, each user is associated with a key (e.g., a prime number) and each file is associated with a lock value. For each file, there are some corresponding locks, which can be extracted from prime factorization. 
This approach has greatly reduced the risk of cracking the keys by attacking the encrypted files. In addition, by employing the KLM method, whenever a new user or file is joined, the corresponding key values and lock values will be determined immediately without changing any previously defined keys and locks. This scalability characteristic motivates us to employ KLM for the design of MDACP
Algorithm 4: MDACP
Input: Key value of user and lock value of file; 
Output: Access rights.
Set access rights = 0 and Temp=lock value.
Calculate Q = Temp/key value. 
If Q is an integer, set access right = access right + 1, Temp = Q, repeat this step until Q is not an integer or access right = rmax, where rmax is the maximum of access right.
Output access right rij . 
If rij=Yij , then execute designate tasks and retrieve corresponding files from the memory; else reject the request. 
5.1 Data Access Control
For Memory Data Access control we are using static access control matrix in the code module. This matrix is responsible for the handling the files or data on sever side/ sink side. In access matrix we are having the user ids at rows and file id’s at columns. When any user request for file, he has to enter the valid User ID and File ID he want to access. If valid pattern request found then it will send the file requested in encrypted form on network path. 
This refers to normal packettransmission where data or packets were not duplicated. If same scenario is followed and instead of normal intermediate node if it becomes the adversary or attacker then there will be slight different approach. In such case it will duplicate the file received from previous node on path. Thus it might be possible that internal node its self-get compromised. Detection of such thing is very important and we are using packet marking algorithm for the detection of source of the adversary or attacker, in our case we are showing this at intermediate level on network path we had assumed.
6.  PERFORMANCE ANALYSIS 
During simulation time the events are traced by using the trace files. The performance of the network is evaluated by executing the trace files. The events are recorded into trace files while executing record procedure. In this procedure, we trace the events like packet received, Packets lost, Last packet received time etc. These trace values are write into the trace files. This procedure is recursively called for every 0.05 ms. so, trace values recorded for every 0.05 ms.
If particular user request file its request is validated and according to access mode of file accession file will be transmitted to requester. Using the theoretical aspect we are controlling accession of data stored in node memory by using rules of accession. We are obtaining our results in terms of various factors as discussed below in graph and tables
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Figure 2: No. of packet vs. time
[image: ]
          Figure 3: No. of packet vs. energy consumption
6.1 
6.2 
7. CONCLUSION
A simple yet effective scheme is implemented for TinyOS on the TelosB platform. MoteSec-Aware is an efficient network layer security system and is the fully implemented security mechanism that provides protection for both inside memory data and outside network message. MoteSec-Aware is able to achieve the goals of much less energy consumption and higher security than previous works. This providing an important advantage to deployed systems, greatly facilitates their applications on lower cost and higher security platforms. The proposed Virtual Counter Manager (VCM) with a synchronized incremental counter is presented to detect the replay and jamming attacks based on the symmetric key cryptography using AES in OCB. This scheme simultaneously provides data secrecy, integrity and authenticity.
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Abstract:-
                 Now a days image processing plays a vital role in many fields such as medical field, remote sensing, pattern recognition, etc. Detection of straight lines and curvilinear structures (CLS) in palm images is one of the fundamental problem in image processing.  The aim of this method is to detect the CLS from palm images which contains noise and low contrast CLS. The two step stochastic approach was proposed, to overcome the detection of curve lines. 1) A localized version of radon transform  is applied to each of the image regions over an overlapping  fixed grid  ,at the end of extraction of wide set of line segments. 2) By imposing Conditional Random Field (CRF),a continuous chain of line segment is extracted. Markov Chain Monte Carlo (MCMC) algorithm and Simulated Annealing (SA) is used for optimization.  CLS EXTRACTOR algorithm is used to extract the curve lines from palm images. The proposed method provides a better result compared to the existing system and works well on images with noise, low contrast CLS.
Index Terms:-palm image, Curvilinear Structure, localized radon transform, conditional random field.
INTRODUCTION:
         CLS is one of the  more structured feature which contains more information than edges. Compared with real image the most natural images contain curve lines. A curvilinear structure represents a line or a curve and sometimes can be seen as a combination of small line segments. A wide range of approaches have been taken to extract CLS, Recent decades have seen much interest in the design of line and CLS extraction methods. In specialized line detection problems such as road detection in remote sensing [1], [2] or vessel detection in medical imaging [3] CLS extraction is required. In some image processing problems CLS detection is a necessary in the stage of preprocessing  when complex objects are of interest that comprise distinct combinations of linear features, such as spicule pattern analysis for cancer/mass detection in mammography [4].The extraction of such CLS is often complicated because of their low contrast, variable widths and partial occlusions. Most of the CLS of interest demonstrate a certain degree of curvature and are considerably shorter than the entire image size, we employ a localized version of the radon transform [5]. We perform image partitioning, required for the localized transform, by defining a grid of overlapping rectangular image regions of predefined size. Radon transform is applied separately on each of the grid regions. Alternatively, stochastic geometry approaches allow the analyzed regions to change in size and location in a random manner.
RELATED WORK:
            Line detection on palm print images plays the key role in biometric person verification and identification based on palm pints [8].Line information (principal lines and CLS) is generally regarded as a good discriminative feature for palm print-based identification [8], [9]. Certainly, robust palm print verification systems based only on CLS have been developed. As such, the extraction of palm CLS and principal lines is a problem area which continues to enjoy much activity and interest. Zhang et al. [10] built a principal line detector based on local filtering with thick-line operator filters. Duta et al. [11] used a series of morphological operations to detect principal lines from feature points. Zhang et al. [12] employed over complete wavelet representation together with directional context modeling approach to recover principal line features, Wu et al. [9] applied directional filters with smoothing to palm line feature extraction. Huang et al. [8] designed a method based on modified finite Radon transform filtering, followed by direction and energy-based post-processing, in order to identify principal lines. Since the focus of this paper is CLS extraction, the further problem of palm print matching or verification will not be addressed here. In fact, once the CLS extraction is performed, the procedures employed in, say, [8] can be adapted to perform principal line selection and matching.

PROPOSED WORK:
      Above draw backs are overcome by using the localized radon transform. Optimization is performed stochastically via simulated annealing [6] using a Markov chain Monte Carlo (MCMC) algorithm [6], [7].We improve performance of the method by parallelizing MCMC implementation via grid partitioning.
A)Palm Image
      The dataset chosen for these for extraction of curvilinear structures is COEP Palm database (52), it totally contains 167 palm images with 8 samples of each image.
B) Line Structure Extraction
      The first stage of the proposed CLS extractor is used to establish a set of line segments present in an image. The main goal at this stage is to detect all the available basic line segments of all of the genuine CLS present in the image. Hence, this is an initial step, which may return many false positives such as overlaps, a non-curvilinear
Geometrical structures, noise, etc. which must be refined in the subsequent stages. When        hough transform is applied to an image, results in complete or partial loss of line segments. We choose to employ the localized radon transform on a fixed grid to overcome the drawbacks. In this way, shorter lines receive the same treatment as longer         lines and the curved structures can be approximated by a set of shorter line segments. When localized radon transform is applied to an image, there is a loss of translational invariance is acquired. Grid region is cut in two halves by one of the boundaries when a line has same size of grid region. Certainly, in the presence of sufficient noise, the effective detection of such a line will depend completely upon its position.  To overcome this problem, an overlapping fixed grid, employed here by allowing the points close to the boundaries to appear in several distinctive regions of the grid, cf. overlapping grid structure on Fig. 1. The grid scale should be chosen with respect to the expected minimal size(length) of the CLS present in the image.

[image: ]
                                                Fig 1 grid structure

Each node of the grid resembles to a square region in the image.In the  presence of CLS, employ a transform to the   sub images and location of a sub images is selected in a fixed manner. To address this problem, we normalize the Radon transform R f (ρ, θ)
                 R f (ρ, θ) =  (ρ, θ) / L(ρ, θ, ic, jc).                   (1)
Where’ L’ is length of a segment  and supporting image region at grid-node of L (ic, jc):
This normalization provides a fairer comparison between line segments of different lengths. Segments considered which are at least one third of the region size. For each node we extract the S-many line segment candidates that correspond to the first S maxima of the normalized transform hence, we consider the same number of distinct segments in each direction.
C)segment extraction
          In the first stage, we extract the set of constituent line segments, to refine the segment configuration, CRF is used to describe the local dependencies of grid.   A label to each grid node is assigned which indicates the maxima at the location to extract CLS configuration. Potts model of size two is taken for the computational reasons. For each segment candidate the considered neighbors are selected differently and depend only on its orientation angle. The CRF assumption and Hammersley-Clifford theorem[6], [7] allow the probability of a grid configuration ‘L’ to be written as a Gibbs distribution, namely
                          E(L)= exp,                  (2)
where ‘Z’ is a normalizing constant and the sum in the exponent gives the total energy with the summation taken over all nodes of the grid. The local energy contribution En at the n-th grid location is constructed as follows
=E=D()+,     (3)
where: D(ln) is the associated unary data term;
‘Vi’ are the potential energy terms with weight parameters ‘γi’ controlling their contributions
Potential and unary terms along with the energy minimization procedure are introduced.
1)Potential Data Term:
        To induce genuine CLS configurations we consider interaction terms of two types. Firstly, neighboring segments should have similar orientations. Secondly, neighbor’s should be connected. Hence, distance penalty and orientation penalty are introduced. Orientation penalty is therefore sensible to constrain the orientations of adjacent line segments. To this end, we penalize the angle dissimilarity with the following term:
          (4)
Where αn, α+n are orientations (in degrees) of the two line segments ln and l+n .
Distance penalty penalize the segment discontinuities proportional to the distances between the segments that are considered as parts of the same structure:
                                                  (5)
2) Unary Data Term
         The aim of unary data term is to capture the likelihood that a segment exists in the current grid location and performed independently for each segment extracted by the localized Radon transform. It is appropriate for data which contains high level of noise and geometric structure information. There are two unary data terms such as radon unary data term and Bhattacharyya unary data term which is used to detect weak and secondary short lines.
3) Energy Minimization Line Structure
          Energy with all the involved data term have been formulated. Refined line structure is recovered by optimizing CRF configuration.  Then apply MCMC optimization with simulated annealing [6] to optimize the CRF configuration. Simulated annealing is a probabilistic method for finding the global minimum of a cost function that may possess several local maxima. MCMC is a general method for obtaining random samples from a probability distribution for which direct sampling is difficult. The resulting chain of configurations corresponds to the Metropolis-Hastings procedure[7] with a uniform proposal distribution. All of the nodes have been visited at least once by the iterative process is completed. The temperature parameter T is decreased at each iteration.
D) CLS EXTRACTION
         CLS Extraction algorithm (14) is used to extract the curve lines 
Conclusion
       An automatic approach to elongated CLS extraction from images affected by noise, blur, and low contrast information. The designed framework efficiently combines the fast deterministic Radon-based line segment detection with the stochastic MCMC optimization procedure and the CRF model successfully captures and incorporates local interactions. Since optimization is performed over a partitioned grid this enables a parallelized architecture which further improves computational performance. The developed method demonstrates good rotation invariance and scale tolerance for elongated and curved CLS extraction in the presence of noise.
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ABSTRACT
Feature selection is widely used in preparing high-dimensional data for effective data mining. Getting fast popularity in the social media dataset presents new challenges for feature selection. Web search media data consists of traditional high- dimensional, attribute-value data such as posts, tweets, comments, and images and linked data. The FAST algorithm applies to on data set and produces smaller subsets of features and also improves the accuracy. The FAST not only produces smaller subsets of features but also improves the performances of the process. Extensive experiments are carried out to compare FAST and several representative feature selection algorithms, namely, FCBF, ReliefF, CFS, Consist, and FOCUS-SF, with respect to four types of well-known classifiers, namely, the probability based Naive Bayes, the tree-based C4.5, the instance-based IB1, and the rule-based RIPPER before and after feature selection.Experimental results show that our FAST algorithm implementation can run faster and obtain better-extracted features than other methods.
Key words: Feature selection, FAST, subset, clustering, filter method
1. INTRODUCTION
 Machine learning is one of the feature selection methods known as variable selection, attributes selection or variable subset selection. It is the process of selecting a subset of relevant features for use in model construction. Subset selection of feature is a useful way for reducing dimensionality, removing irrelevant data and increasing learning accuracy [1]. Numerous feature subset selection methods have been used and studied for machine learning applications. They are classified into four broad categories: Embedded, Wrapper, Filter, and Hybrid approaches. The embedded approach includes feature selection as a part of the training process and are sometimes more specific to given learning algorithms, so could also be additionally efficient than the other three classes [2]. Ancient machine learning algorithms such as decision trees or artificial neural networks are samples of embedded approaches [3]. The wrapper strategies use the prophetical accuracy of a predetermined learning algorithm to work out the goodness of the chosen subsets, the accuracy of the learning algorithms is sometimes high and computational complexness is large. The filter is a pre-processing step, which is independent of learning algorithm. Their computation complexity is low; however the accuracy of the learning algorithms isn't secured [4-6]. The hybrid method effectively merges of filter and wrapper method [7-9]. Regarding to the filter feature selection methods, the application of cluster analysis has been established to be more effective than the existing traditional [2] feature selection algorithms. Pereira et al. [10], Baker and McCallum [11], and Dhillon et al. [12] used the distributional clustering of words to reduce the dimensionality among text data.
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Figure 1: Classification framework
In this analysis, graph-theoretic methods are well studied and utilized in several applications. Their results have the simplest agreement with human performance [13]. The result is a forest and every tree within the forest represents a cluster by using MST based clustering algorithm. It classified around centres or separated by a regular geometric curve. Based on the MST method, FAST clustering bAsed feature Selection algoriThm (FAST) was worked. The FAST algorithm works in two steps. First, features are divided into clusters by using graph-theoretic clustering methods. Second, the foremost representative feature that is powerfully associated with target classes from every cluster to create the final set of features. Features in different clusters are moderately independent, the clustering based strategy of FAST features a high probability of producing a set of helpful and independent features. The anticipated feature subset selection algorithm FAST was tested upon 35 in public available image, microarray, and text data sets. By comparing the experimental results of five different kind of feature subset selection algorithm, it’s not only diminished the amount of features but also improves the performance. 
2. LITERATURE SURVEY
In the past approach there are several algorithms which illustrate how to maintain the data into the database and how to retrieve it faster, but the problem here is no one cares about the database maintenance with ease manner and safe methodology. A Distortion Algorithm, which creates an individual area for each and every word from the already selected transactional database, those are collectively called as dataset, which will be suitable for a set of particular words, but it will be problematic for the set of records.

2.1 Minimum-Spanning Tree
A minimum spanning tree (MST) [17] is an undirected, connected, weighted graph is a spanning tree of minimum weight. A tree is an acyclic graph. The idea is to start with an empty graph and try to add edges one at a time, the resulting graph is a subset of some minimum Spanning tree. Each graph has several spanning trees. This method is mainly used to make the appropriate feature subset clustering but it take time to construct the cluster. 
2.2 Graph Clustering 
Graph-theoretic clustering methods have been used in many applications. The general graph-theoretic [17] clustering is simple to compute a neighbourhood graph of instances, and then delete any edge in the graph that is much longer/shorter (it’s based on some criterion) than its neighbours. The result is a forest and each tree in the forest represents a cluster. The complete graph G reflects the correlations among all the target-relevant features. 


2.3 Consistency Measure 
Consistency measure focuses to locate the optimal subset of related feature for improve the overall accuracy of classification task and deduce the size of the dataset. This method [18], [19] based on inconsistency rate over the dataset for a given feature set. Apply the consistency measure to feature selection task, first they calculate the inconsistency rate IR(S). Inconsistency rate is less than user threshold value then the subsets (S) are known as consistent. Consistency Measure use different Search Strategies such as Exhaustive, Complete, Heuristic, Probabilistic, and Hybrid. This method is monotonic, fast and suitable for remove irrelevant and redundant features. 
2.4 Relief Algorithm 	
Relief is well known and good feature set estimator. Feature set estimators evaluate features individually. The fundamental idea of Relief algorithm [20], [21] is estimate the quality of subset of features by comparing the nearest features with the selected features. With nearest hit (H) from the same class and nearest miss (M) from the different class perform the evaluation function to estimate the quality of features. This method used to guiding the search process as well as selecting the most appropriate feature set. Relief estimates are better than usual statistical attribute estimates, like correlation or covariance because it consider attribute interrelationships. It is better to use a reduced set of features.
2.5 Mutual Information 
Consecutive features are grouped into clusters, and replaces into single feature. The clustering process based on the nature of data. This paper shows the information [23] about feature grouping, feature clustering and functional exhibiting. Select the features by relevance estimation which is calculated using Mutual Information of two variables A and B; it is defined as the uncertainty reduction of B when A is known. In this method, first collect the possible candidate subset from the original data set, and then applies the forward search is used to choose the most relevant features. The process is then iterated until the discover the optimal feature subset. 
2.6 Hierarchical clustering 
Hierarchical clustering is a procedure of grouping data objects into a tree of clusters. It has two types: 1) Agglomerative approach is a bottom up approach; the clustering processes starts with each object forming a separate group and then merge these atomic group into larger clusters or group, until all the objects are in a single cluster. 2) Divisive approach is reverse process of agglomerative; it is top down approach, starts with all of objects in the same cluster. In each iteration, a clusters split up into smaller clusters, until a termination condition holds. 


2.7 Feature selection methods
Evaluation functions are used to measure the goodness of the subset. Feature subset selection method is categorized into four types: Embedded, Filter, Wrapper, and Hybrid. Wrapper method is used to calculate the integrity [17] of the selected subset features by using predictive accuracy of machine learning algorithm which provides greatest accuracy of learning algorithms but it has more expensive. Filter is significant choice when the selected feature is very large [17], [27]. It is the independent of learning algorithm and has the low computational complexity. Hybrid method is the integration of filter and wrapper method is worn better [28] performance of learning algorithms.
3. METODOLOGY
Feature subset selection can be viewed as the process of identifying and removing as many irrelevant and redundant features as possible. This is because irrelevant features do not contribute to the predictive accuracy and redundant features do not redound to getting a better predictor for that they provide mostly information which is already present in other feature(s). Of the many feature subset selection algorithms, some can effectively eliminate irrelevant features but fail to handle redundant features yet some of others can eliminate the irrelevant while taking care of the redundant features. 
3.1 FAST Algorithm
FAST algorithm mainly consists of 3 steps: 1) Removing irrelevant features, 2) assembling an MST and 3) Partitioning the MST and select exchanging features. In first step, we calculate the T-Relevance [28]. In second step, we compute F-Correlation [28] value for each pair of feature. In the third step, we remove the edges, whose weight is less than both of the T-Relevance and from the MST. It produce good feature with accuracy.
Inputs: D (F1, F2...Fm, C) (high dimensional dataset)
Output: S-selected feature subset
Part1: Irrelevant feature removal
The features whose S∪(Fm,C) values are 
greater than a predefined threshold Ɵ
comprise the target relevant feature subset 
F́= {F1, F2 ́...Fk ́} (k≤m).
Part2: Redundant feature removal
Calculate the F-correlation S∪ (Fi, Fj) value 
for each pair of features.
Part3: Tree partition & representative feature selection.
We obtain good feature subsets.





3.3 Proposed System architecture
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Figure 2: Proposed System architecture
The FAST algorithm works in two steps. In the first step, features are divided into clusters by using graph-theoretic clustering methods. In the second step, the most representative feature that is strongly related to target classes is selected from each cluster to form the final subset of features. Features in different clusters are relatively independent; the clustering-based strategy of FAST has a high probability of producing a subset of useful and independent features. The experimental results show that, compared with other five different types of feature subset selection algorithms, the proposed algorithm not only reduces the number of features, but also improves the performances of the four well-known Different types of classifiers. 
4. IMPLEMENTATION SETUP
WEKA stands for Waikato Environment for Knowledge Learning. It was developed by the University of Waikato, New Zealand. Weka is a collection of machine learning algorithms for data mining tasks. The algorithms can either be applied directly to a dataset or called from your own Java code. 
4.1 Explorer
Weka contains tools for data pre-processing, classification, regression, clustering, association rules, and visualization. It is also well-suited for developing new machine learning schemes.WEKA supports many data mining tasks such as data pre-processing, classification, clustering, regression and feature selection. The workflow of WEKA would be as follows
 (
Data Collection
 Data pre-processing
 Data representation
 Clustering
 Performance evaluation
Data Set
)

Figure 4 Process flow diagram in Weka

4.2 Data set
In order to perform and implement our work various types of data sets are used i.e. Microarray, Image, and text data having different features. That is already downloaded from particular websites. Firstly WEKA tool browse dataset from particular system location, after browsing that dataset it is converted into suitable system format. 

The process for generating our experimental data sets is as follows:
DataPre-processing Data Mining Knowledge
[image: ]
Figure 5: Dataset

4.3 Preprocessing
After loading the data, preprocessing filters could be used for adding/removing attributes, discretization, Sampling.
[image: ]
Figure 6 Indexing values of dataset

[image: ]
Figure 7: Pre-processing
4.4 Clustering
After removing the useless attributes from the data, which can be apply into the cobweb clustering algorithm. It groups the data in most correlated manner.
[image: ]
Figure 8: fast clustering algorithm
[image: ]
Figure 9: Clustering result in weka

4.5 Evaluation method
Evaluation methods includes Comparison of various algorithms based on Classification accuracy, runtime, proportion of selected features
In this section, present the comparison algorithm in terms of 
· Classification accuracy (Accuracy of the selected features) 
· Runtime (time to obtain the feature subset), 
· Proportion of selected features (ratio of the number of features selected by a feature selection algorithm). 
4.5.1Classification Accuracy
FAST Algorithm has better classification accuracy according to the four classifiers, such as Naive Bayes, C4.5, IB1, and RIPPER

 Figure 10: Graph: Classification Accuracy
4.5.2 Runtime
Runtime of FAST algorithm is much faster than other subset evaluation based algorithms, named as FAST, FCBF, CFS and Relief.


Figure 11: Graph: Run times
4.5.3 Proportion of selected Features
 FAST algorithm obtains best proportion of selected features compare to other algorithms, named as FAST, FCBF, CFS and Relief


Figure 12: graph: Proportion of Feature selection
4.5.4 Rank of the six feature selection algorithms under different types

	                                                            All Data
                                             (image, Microarray, text) 

	
	   Fast
	   Fcbf
	   Cfs
	   Relief
	   Consist
	 Focus-sf

	   Nb
	     1
	     3
	     2
	     4
	     6
	     5

	  C4.5
	     1
	     2
	     4
	     6
	     5
	     3

	  Ib1
	     2
	     3
	     1
	     6
	     4
	     5

	  Ripper
	     1
	     4
	     5
	     6
	     2
	     3

	  Sum
	     5
	     12
	    12
	     22
	     17
	     16

	  Rank
	     1
	     2
	     2
	     6
	     5
	     4


Table 1: Rank of various algorithms
4.5.5 Ranking differences between FAST and the comparing algorithms.



6. CONCLUSION AND FUTURE WORK
In this paper we represent an efficient clustering-based algorithm for feature extraction. The proposed algorithm works on a massive quantity of data to mine most relevant set of features. In the clustering based algorithm the features are divided into different cluster so that it can reduce the unnecessary data from data set. In this paper, we also initiate feature interaction rule that is useful to removing completely unrelated data set but not the incomplete irrelevant. In this case the data items are irrelevant when considered independently but make a relevant feature when united together. 
For the future work, we plan to explore different types of correlation measures, and study some formal properties of feature space. In feature we are going to classify the high dimensional data.
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Abstract- In wireless local area networks (WLAN)switching of the nodes to low-power sleep mode to save energy is common .The sleep scheduling algorithm is expected to lower loss rate together with higher energy efficiency .The work aims at developing novel  energy efficient sleep scheduling algorithm to maximize the sleep length  involving packet deadline constraints .We consider the IEEE802.11 protocol  that suggest power saving node techniques for `delay sensitive real time applications in a WLAN  environment .The sleep lengths are defined such that the packets are played out before the deadline .The work focuses on achieving an energy efficient sleep scheduling that gives support to both the scenarios of single user and multiuser. In single user scenario we present the basic steps that a node requires to decide when and how long it can sleep. The multiuser scenario initiates exchange of sleep requests between nodes and access point, downloading epochs for different nodes after waking up strategy to arrange collision free downlink data retrieval. Simulation results demonstrate that the proposed sleep-scheduling algorithm achieves lower loss rate while achieving higher energy efficiency than that of the existing GreenCall method.
Keywords – Energy Efficiency, WLAN ,IEEE 802.11,Sleep Scheduling.
I. INTRODUCTION
Distributed wireless sensor networks (WSNs) have been increasing in popularity for a wide range of applications [1]. The main components of a sensor node are a microcontroller, transceiver, external memory, power source and one or more sensors. Sensing unit- sense the desired data from the interested region, the memory unit - store the data until it is sent for further use, computation unit- computes the aggregated data, and the power unit provides the power supply for entire process. Efficient use of energy in the wireless sensor network is one of the most challenging tasks for the user of the sensor networks. Usually sensor devices are small and inexpensive so they can be produced and deployed in large numbers, but their resources of energy, memory, computational speed and bandwidth has several constraints. Therefore, it is important to design sensor networks aiming to maximize their life expectancy. 
Energy of a sensor node is consumed for sensing coverage area of that node, to send data from one node to another node or to a cluster head, to receive data from other nodes. In cluster based model cluster head uses some energy for data aggregation, computation and transmission to the base station. The aim of our proposed work is to dynamically balancing energy consumption and to enhance the functional lifetime of the network by dynamically scheduling a percentage of nodes to go for a sleep in each round. Functional life time of the network normally refer to the duration when a percentage of sensors exceeding a threshold (e.g. 80%) have depleted their energy [10]. We have considered a network consist of large number nodes both static and mobile. 
The node scheduling leads to the following problem: which nodes are to be selected to put into sleep in a round, so that functional lifetime of the network extends, without affecting network coverage and connectivity. Several researchers have proposed different sleep scheduling algorithms to determine which nodes are to be chosen in a round for sleep to enhance the overall efficiency and functional lifetime of the network. Lightweight deployment-aware scheduling (LDAS) [2] protocol does not require the GPS or other location finding systems to know the exact location of the neighboring nodes. It assumes that each working node has a mechanism to know the number of working nodes in its neighborhood. When the number of working neighbors is more than a threshold determined by the user on sensing coverage, the node randomly selects some of its neighbors to turn off and sends tickets to them. 
When a node has enough tickets from its neighbors, it may enter the off duty. Probing Environment and Adaptive Sensing PEAS [3] conserve energy by separating all the working nodes by a minimum distance and check the status of neighboring nodes whether it is working. Each node broadcasts a message (probe) after sleeping for a random period. A node will enter the on-duty mode only if it receives no replies from the working neighbors; otherwise it will continue in the off duty mode. Coverage Configuration Protocol (CCP) [4] increases the number of sleeping nodes while maintaining the quality of service as K-coverage and K -connectivity. To maintain K coverage, a node only checks whether the intersection points inside its sensing area are K-covered. Adaptive self- configuring sensor network topologies (ASCENT) [5] maintain a certain data delivery ratio while allowing redundant sensors to stay asleep in order to conserve energy. 
The paper is organized as the following sections. Section II describes the related work of IEEE 802.11 standard and energy consumption. Section III System Architecure. Section IV shows Network Formation and Sleep Scheduling .Section V explains the Energy Optimization (Routing)/  . The Experimental results and performance evolution are shown in the Section  VI. 
II. RELATED WORK
              Lu Liu  reported how to achieve optimal network capacity in the most energy-efficient manner over a general large-scale wireless network. It develops a multi-objective optimization framework for computing the resource allocation that leads to optimal network capacity with minimal energy consumption. [2] Framework is based on a linear programming multi-commodity flow (MCF) formulation augmented with scheduling constraints over multi-dimensional conflict graph (MDCU). Novel delayed column generation (DUC) based algorithms are developed to effectively solve the optimization problem
M-PSM paper suggested effective power management schemes for Wi-Fi interfaces so that the battery lifetime can be prolonged. [6] M-PSM technique exploits additional power –saving opportunities by considering user mobility and detailed traffic condition ,when making the sleep/wakeup schedules for wi-fi interfaces. M-PSM is intended to replace PSM conserve more energy for a mobile station. particularly  when the station is lightly-loaded with delay-insensitive traffic-PSM monitors the traffic rate destined for a mobile station, based on which it adjust the sleep interval for the station to reduce wakeup overhead.
      A good design of MAC protocol should realize both minimum energy consumption as well as maximum data through put.[14] IEEE 802.11 power management scheme for an ad-ac network is based on the carrier sense multiple access with collision avoidance (CSMA/CA)access procedure to transmit/receive their data frames. Novel  energy efficiency MAC protocol for IEEE 802.11 networks by scheduling transmission next of  ATIM window and adjusting the ATIM window dynamically to adopt to the traffic status. Simulation result show that our protocol attains the better energy efficiency as well as throughput.IEEE 802.11 standard has specified the MAC protocol including  distributed coordination ,a distributed mechanism, and point coordination function, a centralized algorithm
WLANS interface are however, greater rate of energy consumption. This is especially of concern when real-time applications that result in continuous traffic are involved. WLAN radios  conserve energy by staying in sleep mode .With real-time applications like voice over internet protocol, this can be challenging since packets delayed above a threshold are lost. [10]We propose the Green call algorithm to drive to sleep by wakeup schedules for the WLAN radio to save energy during VOIP cause while ensuring that application quality is preserved within acceptable levels of users. In this paper ,we address the issue of reducing  energy consumption of the WLAN interface during a VOIP call while preserving the quality within acceptable levels.
LinXiang reports energy efficiently model for position-voronoi tessellation(PVT)cellular networks consider spatial distributions of traffic load and power consumption . The spatial distribution of traffic load and power consumptions are derived for a typical PVT cell.PVT cellular network based on the palm theory. [3] The energy efficiency of PVT cellular network is evaluated by taking into account traffic load characteristics. Simulation results demonstrate that there exist maximal limits of energy efficiency in PVT cellular network for given wireless channel conditions and user intensity in a cell. 
An energy model, which considers energy consumption due to collisions, and the proposed IEEE 802.11 DCF analytical model are used to analyze the energy consumption of various relaying strategies. The results show that the energy-efficient relaying strategy depends significantly on the traffic load.The propose an energy model which finds out the energy consumption for successfully delivering one bit of DATA to its destination in a IEEE 802.11 based multihop network considering carrier sensing, collisions.
                       Micro sensor networks can contain hundreds or thousands of sensing nodes. Network protocols must be designed to achieve fault tolerance in the presence of individual node failure while minimizing energy consumption. 

III. SYSTEM ARCHITECURE

Access point provides wireless connections  using radio frequency signals to  other devices.AP calculate the packet arrival rate each packet has delay tolerance .Sleep  will introduce additional delay to the packets, extra delay can tolerate without missing its deadline. Reservation period of node calculated by accesspoint.During the reserved period the AP transmits, buffered downlink packets to the designated node without collision .Once receiving a sleep request from a node, the AP checks whether the channel will be idle at the proposed wakeup time of the node. If yes the request will be approved .Otherwise the request is declined.


Figure 1: System Architecture
  Figure 1 shows most of the computation is done at the AP and communication overhead is minimized to avoid additional energy consumption of nodes. Request is approved enter into sleepmode.The PSM provided in the IEEE 802.11 protocol can save significant amount of idle listening energy.
The AP periodically broadcast beacons containing traffic indication maps (TIM) to indicate the buffer state of each node. The node change the states sleep mode to wakeup mode check any download buffered packets are available the buffered packets are available download it and calculate the sleep period otherwise entered into sleep mode. 
IV NETWORK  FORMATION AND SLEEP SCHEDULING
        Network is formed by the given range of sensors. Nodes are grouped automatically depends upon their radio waves agent are formed for group registration. The simulation work has been done with the NS2.
SLEEP/AWAKEUP SCHEDULING 
IEEE 802.11 protocol provides the data communication between source and destination .In this algorithm implemented in two cases .A single user scenario the node can switch to sleepmode for some times wakeup before the deadline to retrieve the packet from the AP.Each packet have delay tolerance the node can sleep continuously without wasting energy.The length of sleep period should be carefully designed  to guarantee that each packet can arrive at the node in time.Once the node switches to sleep mode,all its downlink packets during sleep time will be buffered at the AP,which will introduce additional delay to packets.Sleep switching is decided,the node determine sleep period  Ts  and sends the sleep ending time via a Request message to the AP.The latter than checks the future channel condition and confirms the request by replying with a permit signal.No permits is received  after a period of Twait. It remains in active mode and generate a new request later.
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 Figure 2 :SLEEP/AWAKEUP SCHEDULING


V ENERGY OPTIMIZATION
In the single-user scenario, the node applying the algorithm periodically alternates between sleep mode and downloading packets. Denote Et, Ei, and Es as the energy consumption in transmitting/receiving, idle sensing, and sleep mode, respectively. Taking a generic sleep/wake-up period for consideration, the expected total energy consumption of one node is
      
P  = P[Ts] Es+(P[Td]+TRP)Et + TawakeEi

where TRP = Trequest + Tpermit with Trequest and Tpermit as the times for sending a request and receiving a permit, respecively. The energy efﬁciency can be improved by a factor
             In single user energy efficiency is
         η = P[Ts](Ei −Es)/P[Ts]Es +(P[Td]+TRP)Et + TawakeEi 

     In Multi user scenario energy efficiency is
            nΔ ≤TRP +P[Td]+P[Ts]+Tawake 

[image: ]
Figure 3 :ENERGY OPTIMIZATION



ROUTING DISCOVERY
Dijkstra’s shortest path algorithm, In practice messages between several pairs of source-destination sensors need to be routed in succession, using a minimum-energy path for a message may prevent the successful routing of future messages. The AP node to find the shortest path between the AP and intended  receiver node. Its depends energy consumption of node 

VI. EXPERIMENTAL RESULT AND PERFORMANCE EVLOUATION
	Parameter
	Performance

	Number of nodes alive
	52 more nodes

	Delay constraints
	Reduced upto 0.6ms

	Energy consumption
	Decreases around 2 J

	Packet Delivery Ratio
	Upto 30% greater than greencall method



Node Alive: It describes the evaluation of number of rounds of transmission and the number of alive node in the system. Number of transmission in our proposed work shows a 5 node alive where as existing shows 0 nodes are alive.
[image: Rhat-Demo-2014-10-28-16-22-28.png]
Figure 4: Node Alive
Figure 3 depicts that, for 4000 number of rounds, our energy efficiency algorithm shows a nodes alive of 70 number of nodes where as green call algorithm shows nodes alive of 18number of nodes. Our energy efficiency algorithm increases nodes alive upto 52 number of nodes when compared to greencall algorithm.
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 Figure 5: Latency
Figure 4 depicts that for 2500 simulation time our energy efficiency algorithm shows a latency of only 1.7ms where as greencall algorithm shows latency of 2.3ms.Our energy efficiency algorithm reduces  latency  upto 0.6ms when compared to greencall algorithm. 

Average energy consumption: the average energy consumed by a single node in the network
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Figure 6 : Energy Consumption

Figure 5 depicts that for 0.8 throughputs our energy efficiency algorithm shows a energy consumption of only 3.8 J whereas greencall algorithm shows energy consumption of 5.8 J.Our energy efficiency algorithm reduces energy consumption upto 2 J when compared to greencall algorithm
Packet Delivery ratio: The ratio of data packets received by the destination 
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Figure 7:Packet Delivery Ratio
Figure 6 depicts that for 6000 number of rounds our energy efficiency algorithm shows a packet delivery ratio of only 80% where as greencall algorithm shows packet delivery ratio of 50%.Our energy efficiency algorithm increases packet delivery ratio upto 30% when compared to existing algorithm.

 VII CONCLUSION 
In this paper, we have proposed an energy-efficient sleep- scheduling algorithm for delay-constrained applications over WLAN. Each node calculates its sleep period under packet delay constraint and requests that the AP reserve a future period for exclusive transmission. The AP examines the scheduling of all the nodes and makes sure that there are no overlapping reservation periods. In this way, the active periods of different nodes are staggered to mitigate contention and prevent further packet losses. The performance of the proposed algorithm in terms of energy saving and packet loss rate is evaluated by NS2 simulations and the results show that the algorithm can achieve signiﬁcant energy saving while keeping the packet loss rate at a very low level. The performance of our method is also more robust as the number of node increases.
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Abstract
Due to the large overhead of protocol operation, the handling way of voice traffic is extremely inefficient in WLANs. To improve the efficiency with voice a simple mechanism [1] called VoIP is used. Solid state digital systems were sometimes stated to as Electronic Private Automatic Branch Exchange. This is complex in house-telephony switching systems. To overcome these VoIP mechanism is used. In this paper I have implemented VoIP mechanism in wide area networks.  It reduces the overhead operation and time contention and improves the system performance by sending and receiving packets by using filters. Our extensive measurements are using VoIP mechanisms in wireless networks. The core of this type of telecommunication permits an industry to effectively carry out its day-to-day function regardless of location. As wireless becomes more available, voice over internet protocol is a significant evolving facility due to its low cost.
Index Terms-Voice over Internet Protocol (VoIP), Wide Area Networks (WAN), Routing, OSPF (Open Shortest Path First).

1.Introduction
In recent years, Wireless local area networks IEEE 802.11 have become more available to all over the world. Many places such as cafes, hotels and airport lounges now offer free wireless access. Decreasing costs for wireless equipment progress the effectiveness of WLANs with voice traffic by using VoIP mechanisms. WAN take away message by selecting the right cache of WAN technology and hardware we can build a uniform multiservice network for data, voice, and video consolidation. We reduce recurring network operation costs and reduce management cost and focus on core competencies. WAN networking environment has multiple networking environments where all users require ubiquitous access to corporate applications. Wide area network requirements as minimize the bandwidth costs, management and maintenance maximize the efficiency, performances and availability. It supports new emerging applications. Wired network having additional wiring but it cannot be in wireless so it is easy way of expanding wireless networks. It eliminating or reducing the cost of wiring.
  This paper is divided into 4 sections, in the next section discusses the Problem Statement. Section 3 discusses the technology used in WAN networks to design system with the message flow diagram, the process of DHCP and OSPF connection process. Section 4 shows the implementation details of the system. Finally the conclusion of the paper is in section 5.
2. Problem Statement
The voice capacity cannot be improved while they are in bulky transfer of voice traffic results it is extremely inefficient if the given protocol operations is large overheads. Thus the quality of voice is highly vulnerable to data traffic. By introducing the higher data rates also the inefficiency issue is not solved because of protocol overhead. Also the number of voice calls is limited in IEEE 802.11 WLAN. To overcome all these, we propose a simple mechanism called VoIP. VoIP is a special kind of network traffic that requires separate and distinct consideration from the more traditional TCP-based traffic found in IP networks. User expectations of the level of telephony services having quality and availability are high than for web and file applications. Due to these higher user expectations VoIP traffic must be handled with care. Improper configuration can lead to degraded voice quality and dropped calls. Some WAN optimization vendors have been making significant claims regarding their ability to accelerate and improve VoIP traffic that make and receive telephone call with an unlimited calling plans over the internet by the VoIP Providers. It is cost saving, flexible and also having rich features. Our extensive measurements are by using VoIP mechanism seamless data and voice communications is in next-generation wireless world. The quality of VoIP is fine as long as network throughput limit is not exceeded.
3. Technology used in Wide Area  Networks
The technologies used in VoIP traffic in WAN are routing configuration, DHCP, OSPF, and VoIP configuration. The first step is to configure the router with PC. It is to manage the flow of data between network segments. It is shown in figure1.
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Figure 1: Message flow Diagram
The next part is to configure DHCP. It works by providing an automated way to distribute and update IP addresses and other configuration information on networks.  
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Router
)           Requests an IP addresses
              Provides IP address               

Figure 2: DHCP Process
Next process is to configure OSPF. For the better use of bandwidth we prefer OSPF algorithm. Here there is no limitation on the hop count. To send link-state updates it uses IP multicast. The link parts of the protocol on the router shows the neighbor ID and the details of the interfaces.
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Figure 3: OSPF Connection Process
Final process is to configure VoIP. It is a group of technologies and methodology for the transfer of voice communications and multimedia meetings over internet protocol networks. IP phone and VoIP telephone adapters connect to router or cable modems which depend on the availability of generated power.
3.  Implementation Details

The hassle of assigning static IP address on each system is overcome by Dynamic host configuration. It eliminates static assigned address and it allows configuring setting in dynamic manner. We have to configure IP address in DHCP mode. It having the basic information as IP address, subnet mask and default gateway. Here IP addressing and configuration information is dynamically distributed and it is allowed by server side communication to client side communication. This communication can be done via router. The connection is between two or more data lines from different networks. By this way first we have to set default route IP address to forwarding packet rule. It takesthe result when no other path can be in given IP destination address. 
All destination packets are not well-known in routing table are sent through the default route. This type of route is usually points to another router, which gives the packets the same way. The packet is forwarded if a router matches;if it is not matched the packet is sent to the default route of that router. This process takes place until a packet is sent to the destination. The Transmission path for the one hop counts distance calculation can be traversal by each router. 
 Then the configuration of OSPF can be done in router. The interior gateway protocol of OSPF is for routing protocol internet protocol packets only within a single routing domain such as autonomous system. For exchanging routing updates with other routers OSPF establish a link state routing protocol to maintain neighbor relationships. It forms only with the routers directly connected to it. The interfaces used to form the neighbor relationship must be in the same area. Here hello interval and dead interval is used to send and receive packets. The hello packets function as keepalives to allow routers to quickly notice if a neighbor is down. Then network address and area have to be configuring in router. 
 A DHCP client may be used to configure the TCP/IP parameters and server details if a network part uses dynamic IP address configuration. The central and automatic running of VoIP phones configuration is provided by DHCP client. Here IP telephony is introduced. It is used to send the voice or video packets in a reliable flow to the used. It is based on VoIP based Telephone Service. Because it cannot uses the phone company. It uses the internet facility so that call costs are very lower. Then dial peer voice for each session target is assigned. The telephony service is assigned to give maximum number of ephones that uses our data connection soit is able to call the world at lowest rates. Here we also assigned the maximum number of directory. By this method the device type has showed phone has registered. For call signalling and communication H.323 standard protocol is used to provide voice communications meetings on any packets network. With the use of Graphical User Interfaces the communication process takes place. Figure 4 shows the description of system architecture.
Description of System Architecture:
1. First the key idea is to set up the cabling and devices. 
2. Plan IP based Infrastructure
3.  IP phones provides IP voice to the desktop
 4. Introduce MLS devices
 5. Develop routing Strategies
 6. Design IP addressing scheme
 7. Plan IP configuration strategy
8. Test our design
[image: ]
Figure 4: System Architecture
6. Conclusion
Thus, in Wide Area Networks VoIP mechanism dramatically improves system performance which provides a strong support for the communication by sending and receiving packets by using filters. Using many features it may be offered and can be solved in many small business techniques. By this it provides with the call as progressing method, and communication as in voice. It plans the calling as unlimited and numbers can be in virtual way. A small business person can make a large communications by making a call to another person. It seems to be good in both faster and efficient way.By this it offers facilities as voice communication unified messaging and cisco unified communications manager.
As for theFuture, the same mechanism can be implementing in wireless networks. As wireless become more available, wireless voice over internet protocol (VoIP) is an emerging servicesby its lower cost. Now, the industry accepts a handful of different wireless technologies. As it is used in many all places it increases the configuration of network. So that it maximises network performances and voice without cooperating QoS. It gets greater capacity by sending and receiving larger number of packets.
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Abstract- UMTS offers teleservices (like discourse or SMS) and bearer administrations, which give the capacity to data exchange between access focuses. Both association situated and connectionless administrations are offered for Point-to-Point and Point-to-Multipoint communication. It additionally keep from unapproved usage. But the issue is devours more vitality. They utilize a remote sensor system comprises of spatially appropriated selfgoverning sensors. A remote sensor system  an accumulation of hubs "sensors" sorted out into a helpful network consists of sensor hubs sent more than a land region for observing physical phenomena like temperature, humidity, vibrations, seismic occasions etc. The more cutting edge systems are bi-directional, additionally empowering control of sensor activity. And likewise gives more security. A novel slumber planning technique is utilized to lessen the deferral of alert TV from any sensor hub in WSN. It is still in view of the levelby-level balance calendar to accomplish a low television delay. As the caution messages started by any conceivable hub. 
 
Keywords: UMTS, Point-to-Multipoint, slumber planning, sensor, remote sensor network 
 
 I. INTRODUCTION 
                  These days remote sensor systems  are sent in an extensive variety of ranges, with countless hubs recognizing and reporting some data of urgencies to the end-clients. As of late, numerous slumber plans for occasion observing have been planned. As there may be no correspondence framework, clients are generally furnished with corresponding gadgets to speak with sensor hubs. At the point when a discriminating occasion happens in the checking territory and is identified by a sensor hub, a caution needs to be  telecast to alternate hubs as quickly as time permits. As sensor hubs for occasion observing are required to work for quite a while without energizing their batteries, slumber planning system is constantly utilized amid the checking methodology. Ceaseless observing applications are an essential class of remote sensor system (RSN) applications. These applications oblige occasional invigorated information data at the sink hubs. To date, this involves the requirement for the sensor hubs to persistently transmit in an occasional manner to the sink hubs, which may prompt inordinate vitality utilization                               Remote Sensor Networks (RSNs) give a significant ability to independently screen remote exercises. Their restricted assets challenge RSN medium access control (MAC) layer originators to enough help system administrations while rationing constrained battery power. In existing conventions, for example, SMAC, the sensor hubs are put to rest intermittently to spare vitality. Calculations for booking TDMA transmissions in multi-jump organizes generally focus the littlest length clash free task of spaces in which every connection or hub is actuated at any rate once. They consider the outline of productive wakeup planning plans for vitality compelled sensor hubs that hold fast to the bidirectional end-to-end delay requirements postured by such applications.  
II. RELATED WORK 
    Persistent Monitoring Using Event-Driven Reporting For Cluster-Based Wireless Sensor Networks Continuous-checking applications are a critical class of remote sensor system (WSN) applications. [1]These applications oblige occasional revived information data at the sink hubs. To date, this involves the requirement for the sensor hubs to ceaselessly transmit in an occasional manner to the sink hubs, which may prompt unreasonable vitality utilization. It demonstrate that consistent observing does not so much infer persistent reporting which is stated in complexiy of networking synchorization[2].Expanding on this thought, C. Ambühl et.al (2004) propose two new components that empower vitality protection in consistent observing WSNs. The principal component can increase any current convention, though the second system is imagined for group based RSNs.  
              Remote Sensor Network Energy-Adaptive Mac Protocol - Wireless Sensor Networks (RSNs) give a significant capacity to self-rulingly screen remote exercises. Their restricted assets challenge WSN medium access control (MAC) layer architects to enough help system administrations while preserving constrained battery power. [3] displays an energyadaptive WSN MAC convention, Gateway MAC (GMAC), which executes another bunch driven standard to adequately appropriate group vitality assets and broaden system lifetime. An incorporated door hub gathers all transmission necessities amid a dispute period and after that calendars their disseminations amid a reservation-based, controversy free period. 
               Pmac: B. Awerbuch.et.al(1985), propose a novel versatile MAC convention for remote sensor systems. In existing conventions, for example, SMAC, the sensor hubs are put to rest occasionally to spare vitality. As the obligation cycle is settled in such conventions, the system throughput can corrupt under substantial movement, while under light loads, undesirable vitality utilization can happen. [4] example MAC (PMAC) convention, as opposed to having altered slumber wakeups, the slumber wakeup timetables of the sensor hubs are adaptively decided.               	 	 	 	  III ARCHITECTURE 
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                      Figure 1 : System Architecture 
To recognize the unapproved individual from the system utilizing the web key trade convention Every switch has from the earlier learning just of systems appended to it straightforwardly. A steering convention imparts this data first among prompt neighbors, and afterward all through the framework 
METHODOLOGY: 
This paper comprises of taking after modules. Route Discovery is going about as hotspot for the system .In sender used to make sends the solicitation and got the reaction and destination used to got the appeal and send the reaction for the source. The switch must know the course in the middle of source and destination addresses. At that point the best course is chosen between the sender and beneficiary. 
          In this paper they characterize a slumber/wakeup convention to ration the vitality of sensor. The dynamic mode is additionally called the working state, in which the information casings are transmitted regularly. The slumber mode incorporates two stages: the slumber stage and the listening stage. In the slumber organize, the sensor hub will turn off the remote correspondence module so information casings are not gotten or sent. 
          In the traffic paths from hubs to the inside hub as uplink and characterize the activity way from the core hub to different hubs as downlink, individually. Every hub needs to wake up appropriately for both of the two traffics. Along these lines, the proposed planning plan ought to contain two sections: 1) make the two movement ways in the WSN; 2) ascertain the wake-up parameters for all hubs to handle all conceivable traffics. To minimize the show delay, They create an expansiveness first inquiry (BFS) tree for the uplink movement and a shaded joined prevailing set for the downlink activity, separately. Along these  lines, all hubs will start to work in an obligation cycle manner. The inside hub transmits a guide in its sending time space, and its neighbors accepting the message will modify their clocks as indicated by the reference point if there is a blunder of synchronization because of clock float.  
           The proposed wake-up example is required for sensor hubs to wake-up and get caution parcel to attain to the base postponement for both of the two movement ways. There are two movement ways for the alert scattering, and sensor hubs take two level-by level counterbalance plans for the activity ways. Demonstrates the two level-by-levels balance plans: 1) sensor hubs on ways in the BFS wake up level-by-level as per their jump separations to the core hub; 2) after the inside hub awakens, hubs in the CCDS will go ahead to wake up level-by-level as indicated by their bounce removes in the CCDS. 
ALGORITHM 
DISTRIBUTED HASH TABLE (DHT) 
           A circulated hash table (DHT) is a class of a decentralized appropriated framework that gives a lookup administration like a hash table; (key, worth) sets are put away in a DHT, and any partaking hub can proficiently recover the quality connected with a given key. Commitment in regards to keeping up the mapping from keys to values is conveyed among the hubs, in such a route, to the point that a change in the set of members causes a negligible measure of interruption. This permits a DHT to scale to amazingly substantial quantities of hubs and to handle consistent hub entries, flights, and disappointments. The focal points are Trust commendable is Efficient, vigorous and scalable.No Time Delay.Intimation to the node.Secure exchange the file. 
.PSEDUCODE  
func hashString(elt string) *big.Int {     hasher := sha1.New()     hasher.Write([]byte(elt))     return new(big.Int).SetBytes(hasher.Sum(nil)) 
} const keySize = sha1.Size * 8 var hashMod = new(big.Int).Exp(big.NewInt(2), big.NewInt(keySize), nil) func (elt *Node) jump(fingerentry int) *big.Int {     n := hashString(elt.Address)     two := big.NewInt(2)     fingerentryminus1 := big.NewInt(int64(fingerentry) - 1)     jump := new(big.Int).Exp(two, fingerentryminus1, nil)     sum := new(big.Int).Add(n, jump)     return new(big.Int).Mod(sum, hashMod) } n.find_successor(id)     if (id [image: ] (n, successor] )  return successor;  else  n0 = closest_preceding_node(id);  return n0.find_successor(id); n.closest_preceding_node(id) for i = m downto 1  if (finger[i][image: ](n,id))return finger[i];return n; 
 
ROUTING PROTOCOL 
A directing convention indicates how switches correspond with one another, dispersing data that empowers them to choose courses between any two hubs on a PC system. Steering calculations focus the particular decision of course. Every switch has from the earlier information just of systems appended to it straightforwardly. A steering convention imparts this data first among prompt neighbors, and afterward all through the system.  
IV. EXPERIMENTAL RESULTS 
                 In this graph compare the accuracy of existing and proposed system. For the comparison include the attribute like Secret Key, Username, and Password etc.The main purpose of this graph is accuracy of secret key for proposed system.  
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       Figure. 3: Comparision of User Verification 
 
V  CONCLUSION AND FUTURE ENHANCEMENT 
            A few approaches to mount DoS assaults against portable system foundations are known.However,in request to make the assault successful,the best in class assault strategies are taking into account GSM organize alone and require the accessibility of botnets with more than 10000 cell phones with substantial SIM modules.In this work , they  have investigated an alternate approach,leveraging the 3G UMTS system and assessing the likelihood to sidestep the strict timings implemented by the cell system conventions by method for radio gadgets not the same as the ones accessible on the shopper market.All of these variables speak to a critical increment in the hazardousness of the assault when contrasted with the current ones and can make the portrayed gadget an intriguing target likewise for the digital fighting or cell system creation industry. 
            In the proposed a novel resting arrangement for fundamental event weighing in WSNs. The proposed resting arrangement could fundamentally lessen the deferment of ready TV from any center point in WSN. The upper bound of the deferral is 3D þ 2L, which is just a direct mix of hops and commitment cycle. Additionally, the alert TV deferral is free of the thickness of centers in WSN. Theoretical examination and drove diversions exhibited that the TV delay and the essentialness use of the proposed arrangement is much lower than that of existing strateg 
 REFERENCE  
[1]   C. Ambühl, A. Clementi, M.D. Ianni, N. Lev-Tov, A. Monti, D. Peleg, G. Rossi, and R. Silvestri, "Efficient Algorithms for Low-Energy Bounded-Hop Broadcast in Ad-Hoc Wireless Networks," Proc. Ann. Symp. Theoretical Aspects of Computer Science (STACS '04), pp. 418427, 2004. 
[2] B. Awerbuch, "Complexity of Network Synchronization," J. ACM, vol. 32, no. 4, pp. 804823, 1985. 
[3]  L. Bao and J.J. Garcia-Luna-Aceves, "Channel Access Scheduling in Ad Hoc Networks with Unidirectional Links," Proc. Int'l Workshop Discrete Algorithms and Methods for Mobile Computing and Comm. (DIALM '01), pp. 9-18, 2001. 
[4] J. Basch, "Kinetic Data Structures," PhD Dissertation, Stanford Univ., 1999.
[5]  J. Basch, L.J. Guibas, and J. Hershberger, "Data Structures for Mobile Data," Proc. Eighth Ann. ACM-SIAM Symp. Discrete Algorithms (SODA '97), pp. 747-756, 1997. 
[6]  R. Beier, P. Sanders, and N. Sivadasan, "Energy Optimal Routing in Radio Networks Using Geometric Data Structures,"Proc. Int'l Colloquium on Automata, Languages and Programming (ICALP '02), pp. 366-376, 2002. 
[7]  M. Burkhart, P. von Rickenbach, R. Wattenhofer, and A. Zollinger, "Does Topology Control Reduce Interference?" Proc. ACM MobiHoc, pp. 9-19, 2004. 
[8]   G. Calinescu, S. Kapoor, and M. Sarwat, "Bounded-Hops Power Assignment in Ad Hoc Wireless Networks," Discrete Applied Math., vol. 154, no. 9, pp. 1358-1371, 2006. 
[9]   R. Chandra, C. Fetzer, and K. Högstedt, "Adaptive Topology Discovery in Hybrid Wireless Networks," Proc. Third Int'l Conf. Ad-Hoc Networks and Wireless (ADHOC-NOW '02), 2002.
 [10]  W.-T. Chen and N.-F. Huang, "The Strongly Connecting Problem on Multihop Packet Radio Networks," IEEE Trans. Comm., vol. 37, no. 3, pp. 293-295, Mar. 1989. 

Development of Web GIS Based Colleges Information System for Southern Districts of Tamilnadu

P. Revathy Saravanya1, Mrs. G.Devi2
1M.Tech Student, Department of Civil Engineering, Regional Centre of Anna University, Tirunelveli, Tamilnadu, India.
2Assistant Professor, Department of Civil Engineering, Regional Centre of Anna University, Tirunelveli, Tamilnadu, India
Mail: revabe1986@gmail.com




ABSTRACT—Colleges Information System involves both Spatial and Non-Spatial data which are useful for students to know about various colleges in their districts and help in decision making of the students in their selection of colleges for higher education. These information include College Code, Principal, Address, Phone/Fax, Year Started, Distance from the Nearest Railway Station, Nearest Railway Station, Website Address of the college, Departments and courses offered in the colleges, Hostel Facilities, Other Infrastructure Facilities. These colleges based information must be accurate and updated and should be available in real time for students. This information System must be accessed anywhere in the World. This can be achieved by WEBGIS. With development of Internet and World Wide Web, GISs have evolved and adapted to this new environment. The “WebGIS” is the Web information system that provides a functionality of geographic information systems on the Web through HTTP and HTML. This paper highlight the suitability to handle spatial and non-spatial attributes of college details and to display and publish in web based GIS platform. This also commences the suitable software server. In this paper Web based Web-GIS architecture is described and implemented using open source Web-GIS tools like GeoServer, PostGIS and OpenLayers. Various Thematic Maps are prepared using ArcGIS and QGIS software like Road Network and Railway Network Maps and Location of various colleges present in Southern Districts of Tamilnadu and published in WebGIS Server solutions.
Keywords—ARCGIS; QGIS; Web-GIS; Open-Source; GeoServer; 

Introduction 

	A geographic information system (called GIS from now) is a software system that manages georeferenced information. GIS systems are an automated system used for storing, analyzing and manipulating geographical information. Geographical information represents objects and actions where geographical location is indispensable information. In this context, a Web GIS system offers different GIS services for analysis and visualization of geographical information on the Web.
In the modern world, communicating information through maps can show the information more clearly than any tabular format  related  to  a  location,  enabling  the  user  to  review  the information  in  terms  of  its  spatial  orientation. Information about Engineering Colleges under the Tamilnadu Engineering Admissions (TNEA) controlled by Anna university, chennai are available only in the counseling Book provided by TNEA. It is difficult for students to compare the colleges  in a  particular  place  regarding  the  number of availability  of  colleges , courses,  intake,  faculty availability, Hostel facilities, Lab Facilities, Nearest Bus stops, Railway Stations etc.
	In this paper, a map showing the list of various colleges in the given area is developed and displayed on the browser through web GIS. This information system which can be accessed anywhere in the world. The user can search for a particular college using search option or he can directly interact with the map using zooming and panning options and mouse events.
	ArcGIS/QGIS Desktop is required to create maps and GeoServer is required to access the map through browser.  ArcGIS/QGIS  Desktop  is  a  collection  of  software  products for  building  complete geographic  information  systems  (GIS). GeoServer is an open source software server written in Java that allows users to share and edit geospatial data. It is an open source development environment for building spatially-enabled internet applications. The maps that were created using ArcGIS/QGIS desktop cannot be shared. To view and share the map across the browser, Web GIS is required. WebGIS enables individuals and organizations to communicate geographically to the users via the internet. It provides the users interactive query capabilities. It allows end-users to view geographic data using their existing web browser without GIS software.  It makes it possible for GIS to be integrated with other technologies. 

Study Area
The Study Area covers southern Districts of Tamilnadu State. It lies within 8°05' and 9°30' North Latitude and 77°05' and 78°25' East Longitude. It covers three districts of Tamilnadu state. They are Kanyakumari, Tuticorin and Tirunelveli Districts. There are 31 Engineering Colleges in Kanyakumari District, 21 Engineering Colleges in Tirunelveli District and 12 Engineering Colleges in Tuticorin district which are affiliated to Anna University. The three Districts are well-connected by a network of roads and railways. The Study Area is clearly shown below in Fig.1
[image: 5.bmp]
Fig.1 –Study Area 

METHODOLOGY
In this paper Fig.2 shows the overall methodology adopted for creating the system architecture for the WEB-GIS.  
[image: flowchart 1.PNG]
Fig.2 –Methodology
Thematic Maps Using ARCGIS/QGIS 
	Thematic Maps shown in Fig.3 were prepared using Arc GIS and QGIS software like Road Network and Railway Network Maps and Location of various colleges present in Kanyakumari, Tuticorin and Tirunelveli Districts. These maps were prepared using Google Earth Images and Toposheets.
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Fig.3 –Various Thematic Maps
Database Creation Using QGIS
	Database for the colleges in the Study Area were prepared. This contains the information like College Code, Principal, Address, Phone/Fax, Year Started, distance from the Nearest Railway Station, Nearest Railway Station, website Address of the college, Departments and courses
offered in the colleges, Hostel Facilities, Other Infrastructure Facilities. The database for college details in three districts are shown below in Table 1, 2, 3.

[image: tvl attr.PNG]
Table 1 –Database Creation for Tuticorin District
[image: Tuti.PNG]
Table 2 –Database Creation for Tirunelveli District
[image: kanya.PNG]
Table 3 –Database Creation for Kanyakumari District

web gis application using geoserver
	There are so many Web-GIS Servers available to develop a Web-Based Web GIS application. These are free available in internet to download and to develop own mapping application. These server have low cost, better performance, easy to fetch data base by user, low project cost etc. In different open source server software available this project is done using GeoServer, since it is the most common geographic servers used and supported by a large developer’s community. Important part of Web GIS Server combined with GeoServer and Apache Tomcat have the capabilities to publish map in GeoServer, to create spatial database in PostGIS, and deployment of web pages in Apache Tomcat. 
A. GeoServer
	GeoServer is an open source software server written in Java that allows users to share and edit geospatial data. Designed for interoperability, it publishes data from any major spatial data source using open standards. GeoServer allows for great flexibility in map creation and data sharing. GeoServer allows displaying spatial information to the world. Implementing the Web Map Service (WMS) standard, GeoServer can create maps in a variety of output formats. Open Layers, a free mapping library, is integrated into GeoServer, making map generation quick and easy. GeoServer is built on Geotools, an open source Java GIS toolkit. GeoServer also conforms to the Web Feature Service (WFS) standard, WFS-T which permits the actual sharing and editing of the data that is used to generate the maps. Others can incorporate the data into their websites and applications, and thus permitting greater transparency. Fig.4 represents the welcome page of GeoServer..
[image: Capture.PNG]
Fig.4 –GeoServer Welcome Page

three tier architecture
	The conceptual architecture presents the single mapping server and distributed spatial databases paradigm as shown in Fig.6. The web based Web-GIS architecture consist of three basic components: client side, server side, and data side. 
ClientSide
	It is the terminal that allows the interaction of users with the Web-GIS and provides spatial and non-spatial information display. Internet browsing software’s (like IE/Mozilla) and other GIS application software’s provides the service requesting and result visualization platform to the users in client side.
Server Side 
	It includes Web servers and Mapping servers. Web server is the intermediary for responding to client service requests and transmitting the information to meet the client’s request. The web server parses the HTTP requests to determine the web services and forward it to the Mapping server. Mapping server completes spatial operations according to client web service requests and returns the relevant results through Web server. A web service is a non-proprietary standard for function calls across the internet. The service accepts requests from clients usually using HTTP and standard messaging streams (raw get, posts, XML etc.) and returns the processed output. And display the mapping application can be used in web-GIS server. 
Data Side 
	Data base is a software package with computer programs that control the creation, maintenance, and use of a database. Dedicated to the organization and management of spatial and attribute data. The data is either present in a centralized or distributed in various geospatial databases. In case of distributed spatial database the geospatial data contained by databases are referenced to the same geographic location. It manages and stores in spatial or non-spatial attribute information of each layer in PostGIS Data base. It gives the relationship between the one and more attribute data layer. Some following steps are given client to server side request to return of response result in web based WEB-GIS application. 
1. Apache tomcat transfers the parameters request comes from the browser (IE, Mozilla).and Common Gateway Interface (CGI) established the connection between the Internet and Geo Server. 
2. GeoServer receives the request parameters. And read the shape file path. Then it finds the database name and table name which consist of spatial and non-spatial database information is stored in PostGIS.
3. The PostGIS transmits the information to the Geo Server for post-processing. 
4. GeoServer receives relevant information and this information is transferred to Web-Server (Apache tomcat) and displays the results at client side as shown in Fig.5. To display configuration and related information, graphics, production and embedded in the work of spatial information. The dynamically generated graphics embedded in the template gives enough options for the client to use html file. Upon completion the results are returned to Apache as a response to the client. 
	Web Server manages the client browser, data transmission of Geo Server between, through the TCP / IP protocol. Apache is the world's number one Web server to use. Apache Group is a fully operated through the Internet non-profit organization, which it has to determine the server's standard. Fig.5 clearly represents the three tier architecture system.
[image: ]
Fig.5 – Three tier Architecture

 Results and Discussions
Displaying the map in GeoServer
	Using the shape files created from QGis Desktop, various layers and layer groups are created in GeoServer as shown in Fig.6.These layers and layer groups can be viewed as a map using Openlayers option in layer preview in Geoserver in Fig.7.These maps are finally displayed on the web browser by linking the GeoServer in Fig.8.

[image: ]
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Fig.6 – Layer and Layer Group Configuration

[image: layerpreview.png]
Fig.7 – Layer Preview
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Fig.8 – Colleges Details in Tuticorin District in Webpage

Displaying the map in Website
All the modules of the system have been tested successfully. Data pertaining to has been collected from reliable sources. The shape files for Districts and colleges have been created and the locations of the colleges have been given on the map. Map has been displayed on the browser using GeoServer. Functionality has been developed to retrieve the data pertaining to colleges from the database. Fig. 9,10,11,12 below displays the map in the website.
Website Address: https://www.rsaut.com
[image: ]
Fig 9-Webpage showing Tuticorin District and College Details
[image: ]
Fig 10- Webpage showing Tirunelveli District and College Details
[image: ]
Fig 11- Webpage showing Kanyakumari District and College Details

[image: ]

Fig 12- Webpage showing all the Districts with College Details, Road Network and Railway Network Map
Conclusion
Data collection pertaining to colleges has been carried out from reliable sources and testing of all the modules has yielded successful results. For all districts and colleges, the shape files have  been  created  with  appropriate  labeling  of  locations  on  the  map.  The map has been displayed on the browser using GeoServer.  The developed “Web-GIS based College Information System” makes available freely an immense body of information that is of great use to students, parents, and academicians. The study clearly demonstrated that interactive integration of spatial data and non-spatial data in GIS environment provides a powerful tool. 
Manual search and identification of the required information in order to arrive at the decision is tedious and time consuming. The developed system proved to be of greater efficiency and accuracy of using Web-GIS compared to other traditional methods.  
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Abstract  	
Collection of hundreds or thousands of sensors nodes are formed  the wireless sensor network.  Sensor nodes are used to monitor the events in a region.  The traffic in the network is low under light load conditions.  When  an  event  is detected, the load increases and transmission of traffic through network approaches the packet handling capacity of the network.  Congestion  is a  state in a network when total sum of demands is more than  its available resources.   The WSN performance can decrease when  packet is loss, long delays and reduction in throughput occurred.  Dynamic congestion control system  increase the WSN performance  using monitors the network utilization and adjust traffic levels or increase network resources to improve throughput and conserve energy.  The various routing protocols are analyzed and established  that DSR provide a high resource congestion control capability and  the  Delstatic provide the backpressure mechanism  into  NOAH.  The Dynamic congestion control system uses a sink switching algorithm  to trigger  Delstatic  or DSR to a congested  node based on its node rank.  The DCCS based on  the  channel utilization and buffer occupancy.  DCCS does not only increase throughput  but also conserves energy.  The proposed DCCS improve the reliability, high throughput and energy efficiency.
Introduction
	A wireless sensor network is a network system composed distributed devices using wireless sensor nodes to monitor physical conditions. Nodes are capable  of sensing their environments ,processing the information and  sending data to one or more points. Most important issue secure and efficient data transmission. The embedded sensors continuously monitor the physical process and transmit information in a multi-hop fashion to a special node called the sink. WSN therefore has three basic characteristics:
· centralized data collection, 
· multi-hop data transmission, and 
· many-to one traffic patterns.
Congestion is a state in a network when the total sum of demands on network resources is more than its available capacity.  Mathematically:  Demand > Available Resources  
DCCS is thus based on two mechanisms:
	1) Detect congestion at a node using Buffer Occupancy & Channel Utilization Strategy
2) Control the detected congestion by initializing DCCS  protocol
1. Congestion Detection
To effectively detect congestion using  DCCS a double congestion detection
mechanism: channel utilization strategy and buffer occupancy.
1.1. Buffer Occupancy
In DCCS the instantaneous buffer occupancy of intermediate nodes is compared to a threshold value. If the threshold value is reached, then congestion may be about to set in . In order to avoid late buffer threshold detection, the buffer growth rate is also monitored. An exponentially weighted moving average of the instantaneous queue length is used as a measure of congestion .
AVGq = (1-Wq)*AVGq+Wq*instq 
AVGq = Average  queue length of node
Wq =  Weighted queue length of node
Instq = Queuelength of node at current instant.

The AVGq  is updated whenever a packet is inserted  into the queue. Thus, if Average queue length exceeds a certain upper threshold U, the node is said to be congested. The node remains in a congestion state until  AVGq falls below a lower threshold L.  Buffer occupancy alone is not a reliable congestion  indicator because packets can be lost in the channel due to collision or hidden terminal situations and have no chance to reach a buffer . DCCS  implements both Channel Utilization Strategy and buffer occupancy for effective congestion detection.

1.2 Channel Utilisation and Detection Strategy

High channel utilization is used as an indication of congestion. Channel Utilization is the fraction of time the channel is busy due to transmission of frames. . Based on the number of times the channel is found to be busy, the node calculates a utilization factor which when above a certain level indicates congestion. When a sensor node has a packet to be sent, it samples the state of the channel at regular interval Channel Utilization technique uses Carrier Sensing Multiple Access (CSMA) algorithm to listen to the communication medium before data is transmitted. This is accomplished with the help of the MAC Protocol .The channel occupation due to MAC contention is computed as:
Cocc=tRTS+tCTS+3tSIFS (4)
Where tRTS and tCTS are the time spent on RTS and CTS, exchanges and tSIFS is the SIFS period. The MAC overhead is represented as
OHMAC =Cocc+tacc  
Where tacc is the time taken due to access contention. OHMAC is strongly related to the congestion around a given node. The channel busy ratio is used in DCCS
	CHBR=BInt/Ttot
Where  BInt represents the time interval that the channel is busy due to successful transmission or collision, and Ttot  represents the total time.
To effectively detect congestion, we implement in DCCS a double congestion detection
mechanism: channel utilization strategy and buffer occupancy.The NS2 modular implementation of DCCS  is based on DSR and DelStatic protocols.
 The Dynamic Source Routing (DSR) is an on-demand routing protocol that is based on the concept of source routing where the sender of a packet determines the complete sequence of nodes through which, the packets are forwarded. Our DSR logic has the capability to reduce the sleeping interval of backup nodes near the congested node so that they become active. One’s they become active, they can communicate with each other using DSR Route Discovery and Route Maintenance algorithm to trace the sink node. The goal of DSR is:
• To increase resource provisioning as soon congestion occurs;
• To reduce the resource budget as soon as congestion subsides
The DelStatic logic has a backpressure mechanism that allows a sensor node that has its channel
Utilization  level and buffer occupancy above a threshold broadcasts a suppression message to
upstream  nodes. It uses an open-loop hop-by-hop data flow strategy until the message reaches the source nodes. Each node reacts to the suppression message by throttling its sending rate or drop packets using packet drop and Additive Increase Multiple Decrease (AIMD) policy.
The sink uses two important parameters, Energy Remaining (ER) and Sensor Application Priority (SP) to determine the control to the sending node. Either Traffic Control (DelStatic) or Resource Control (DSR) is triggered by the sink depending on the algorithm below:
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1.3. DCCS  NR and Feedback Calculation
With adaptive control, each node calculates its node rank (NR) based on its Buffer level and Channel Utilization Ratio.  The channel busy ratio represents the interference level and is defined as the ratio of time intervals when the channel is busy due to successful transmission or  collision to the total time. 
After estimating its rank, a node forwards this to its downstream node.  When NR crosses a threshold T, then the node will set the congestion bit (CB) in every packet it forwards. On receiving this node rank, the downstream  node will first check for the congestion bit. If it is not set, it will simply compute its node rank and adds it to the rank obtained from its previous node and passes on to the next node. On the other hand, if the congestion bit is set, the node sends a feed to the sink node to confirm whether to trigger DelStatic or DSR control.  Depending on the energy remaining to the network and the sensor application priority, the sink will send a feedback control to the sending node.
This node will in-turn based on the information  received from the sink set Rate Adjustment Feedback (RAF) either triggers an alternate path (DSR Control) or transmit it towards the source as a feedback. On receiving side the feedback, the source nodes will adjust their transmission rate (DelStatic).  
Each node calculates its node rank NR based on the following parameters BSize, HC, CBHR and  OHMAC, where BSizeis the buffer size of the node and HC is the hop count value.
NR=α1.BSize n1+α2.H+α3.CHBR+α4. OHmac
Here α1,α2,α3,α4 are constant weight factors. These values between 0 and 1 Each data packet has a congestion bit (CB) in its header. Every sensor node maintains a threshold T. When NR crosses the value of T the node will set its CB in every packet it forwards.  DSR is used for the resource controlling part of DCCS.
2. SIMULATION RESULTS
  	Here use ns2 to simulate DCCS  protocol. For the purpose of achieving our objective, we modified the routing agent class of NOAH to ‘start-DelStatic’. The DCCS agent interface linkage to MAC component is also modified to enable fix routing in DelStatic Control.
In testing DCCS  protocol, sensor nodes of sizes 25, 64 and 150 nodes were deployed using grid and random topology for 10 seconds of simulation time. Set all nodes to have transmission range of 250 meters, interference range of 550 meters and maximum packet in queue of 50. The simulated traffic source is Constant Bit Rate. The performance of DelStatic compared with NOAH protocol using the metrics of throughput and energy consumption.
The result of the simulations is an output trace file that can be used to do data processing and to
visualize the simulation with a program called Network Animator (NAM).

2.1 TADD Protocols

Simulation is conducted on Ad hoc On-demand Vector Protocol (AODV), Destination-Sequenced Distance Vector (DSDV), Dynamic Source Routing (DSR) and Temporarily Ordered Routing Algorithm (TORA) which forms the TADD protocols. The aim is to compare these routing protocols and their performance in terms of traffic bytes generated, end to end delay and
throughput. The protocol with a higher metric value, DSR is used for the resource controlling part of DCCS.
In the following  Figure , the average end to end delay has a maximum value at ‘5.5’ and a minimum at ‘0.0’. This is a positive result from DSR protocol. Though 5.5 seconds is on the high side, it is an indication that CBR source data is transmitted over a significant period. Congestion is effectively dealt with during the transmission process.


[image: ]
2.2. DCCS
The proposed  Dynamic congestion control seeks the gains of DSR and DelStatic protocol when used in sensor networks. The metrics of essence are the energy remaining and throughput value which are essential for a successful data delivery and prolonged sensor life deployment.   First examine the energy performance of DSR and DelStatic. The energy threshold was set at 500 Joules and the simulation runned for 10 seconds. It was noted as seen in figure 12 that,  DelStatic after controlling congestion had 600J of energy remaining. This is above the set
threshold value. DSR after congestion control had only 100J of energy left. The sink node of an application using DCCS will use the switching algorithm to trigger DelStatic anytime energy consumption is below a constant threshold. DCCS protocol is energy efficient.  DCCS protocol is recommended for a wireless sensor network application that requires high data
accuracy level and energy efficiency.
3. CONCLUSION
In this paper,  Dynamic Congestion Control protocol which switches between DSR and DelStatic to control congestion in WSNs based on the nodes remaining energy and priority of the application. The developed DelStatic by introducing backpressure mechanisms into NOAH. choose DSR after the analysis of various routing protocols showed that DSR has the highest resource congestion control capability. The simulated results show that ACCP is both energy and throughput more efficient than existing traffic only or resource only protocols.
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ABSTRACT: Cloud computing is an on demand service as it offers dynamic, flexible and efficient resource allocation for reliable and guaranteed services in pay-as-you-use manner to the customers. Such a process of allocation and de-allocation of resources is the key to accommodate unpredictable demands. However, despite the recent growth of the Cloud Computing market, several problems with the process of resource allocation remain unaddressed. A system that uses virtualization technology and skewness algorithm to allocate data center resources dynamically based on application demands and support green computing by optimizing the number of servers in use had been presented. The result reveals the achievement of both overload avoidance and green computing for systems with multi resource constraints. 
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I. INTRODUCTION

	The live migration of virtual machines can improve global system utilization by load balancing across physical machines and can improve system serviceability and availability by moving applications off machines that need servicing or upgrades. Load balancing facilitates utilization of resource by providing a throughput with minimum response time by sharing the equal load between servers. To achieve load balancing and resource utilization there are few algorithms used. Best example for load balancing is online shopping cart. Without load balancing, users could experience delays while ordering, transactions and buying. 
Load balancing solutions usually apply redundant servers which help a better distribution of the communication traffic so that the online purchasing will made easy. It also makes sure that every computing resource is distributed efficiently and reasonably. When one or more service fails, load balancing helps in provisioning and de-provisioning of instances of applications without fail. The goal of load balancing is to progress the performance by balancing the load among these various resources (network links, central processing units, disk drives.) to achieve optimal resource utilization, maximum throughput, maximum response time, and avoiding overload. 
As an important cornerstone for clouds, virtualization plays a vital role in building this emerging infrastructure. Virtual machines (VMs) with a variety of workloads may run simultaneously on a physical machine in the cloud platform. Virtual m a c h i n e monitors (VMMs) like Xen provide a mechanism for mapping virtual machines (VMs) to physical resources. This mapping is largely hidden from the cloud user s. . VM live migration technology makes it possible to change the mapping between VMs and PMs While applications are running. However, a policy issue remains as how to decide the mapping adaptively so that the resource demands of VMs are met while the number of PMs used is minimized.
A major challenge in resource provisioning technique is to determine the right amount of resources required for the execution of work in order to minimize the financial cost from the perspective of users and to maximize the resource utilization from the perspective of service providers. So, Cloud computing is one of the preferred options in today’s enterprise. Resource provisioning means the selection, deployment, and run-time management of software(e.g., database management servers, load balancers) and hardware resources (e.g., CPU, storage, and network) for ensuring guaranteed performance for applications. This resource provisioning takes Service Level Agreement (SLA) into consideration for providing service to the cloud users. This is an initial agreement between the cloud users and cloud service providers which ensures Quality of Service (QoS) parameters like performance, availability, reliability, response time etc.
Today’s low power mechanisms assume that – like lighting – the absence of a user is a sufficient condition for curtailing operation. While this is largely true for disconnected laptop computers, it is not compatible with how users and programs expect their connected desktops to function. The success of the Internet in providing global connectivity and hosting a broad array of services has implicitly engendered an “always on” mode of computation. This work proposes an alternative energy-conservation approach, called Green computing, that is attuned to server utilization patterns. In this approach, the entire system to transition rapidly between a high-performance active state and a minimal-power nap state in response to instantaneous load has been intended. Rather than requiring components that provide fine-grain power-performance trade-offs, focuses on two optimization goals as follows, Optimizing server utilization and Turning off idle servers.

II. RELATED WORK

	For data center environments, the automatic scaling of web applications has been previously studied. In the work [2], an online application placement controller has been employed to decide the allocation of application and its load among the running instances. In order to balance load across the machines, it is essential to maximize the satisfied application demand as well as minimizing the starts and stops of each application. 
It significantly and consistently outperforms the existing state-of-the-art algorithm Approaches like load dispatching and server provisioning for connection oriented internet services in [3]. The performance and power models of connection servers, based on a real data trace collected from the deployed Windows Live Messenger has also been characterized in this paper. All works above do not use virtual machines and require the applications be structured in a multi-tier architecture with load balancing provided through a front-end dispatcher. In our work, the virtual machines are treated like a black box. 
A better solution to avoid turning on and off of same machines is to rotate servers in and out of the active clusters deliberately. Resource management is done only at the granularity of whole VMs. Quincy a fair scheduling algorithm approach [4], though maximizing data locality maintains fairness among different jobs. The locality is achieved cent percent just by relaxing the fairness slightly using a simple algorithm called delay scheduling in [5]. In work [6], a novel VectorDot scheme has been developed to address the complexity introduced by the data center topology and the multidimensional nature of the loads on resources. 
The design and implementation of a system that uses virtual machine technology to provide fast, transparent application migration has been illustrated in [1]. It aspects the problem of service degradation and is entirely not appropriate for Wireless Area Networks. An Auto Control, a feed-back control system to dynamically allocate computational resources to applications in shared virtualized environments elucidated in [6]. Auto Control consists of an on-line model estimator that captures application-level performance and resource allocation and an MIMO resource controller that determines appropriate allocation of multiple resources. On the other hand, it doesn’t deal with bottleneck problems.
I. SCOPE OF THE PAPER
A Resource Allocation System (RAS) is a mechanism that considers the current status of each resource in the Cloud environment, to better allocate physical and/or virtual resources to applications based on their demand. Generally, resources are located in a datacenter which are shared by multiple clients thereby avoiding both the under-provisioning and overprovisioning of resources. The objective of this paper is not only to allocate such resources by establishing virtualization in a datacenter environment but also considers the power consumption of physical machines. The pre-step of allocating these resources dynamically is load prediction. The Fast Up and Slow Down(FUSD) predicts the load of physical as well as virtual machines that helps to migrate the virtual servers. Skewness algorithm measures the unevenness of resource utilization of a server. It helps to combine different types of workload and improves resource consumption. It not only prevents the system from overload but also saves energy. While considering power saving strategies, the algorithm is executed periodically and the system is made to shut down when its utilization lies below the threshold. So, hibernate mode can be proposed instead of turning the server off or switching in to sleep mode. Because sleep puts your work and settings in memory and draws a small amount of power, whereas hibernation puts your open documents and programs on disk, and then turns off the server. Of all the power-saving states, hibernation uses the least amount of power.
II. PROPOSED METHODOLOGY AND DISCUSSION

The project focuses on the concept of virtualization technology to allocate data center resources dynamically based on the application demands and support green computing by optimizing the number of servers in use. It introduces skewness an algorithm that measures the unevenness in the multi-dimensional resource utilization of server. The entire description of this work is outlined as Overall Flow Diagram for Dynamic Resource Allocation as shown in the figure1 below. Initially, the tasks in the datacenter are initiated whose load is predicted for each physical machine by consolidating the resources utilized by individual virtual machines. Once the load of each physical server has been detected, the overloaded servers are assumed to be hotspot.
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Fig1: Overall Flow Diagram for Dynamic Resource Allocation
The next step is to mitigate the hotspots to the under loaded physical servers. Hotspot mitigation can be achieved by migrating the virtual machines of the overloaded servers. The resources required by each physical or virtual server are met by the VM migration. Finally, the underutilized machines are made to cold spot whose power is turned off in order to enhance green computing. The results achieve both overload avoidance as well as green computing.
A.LOAD PREDICTION
The goal is to predict the future resource needs of VMs. One solution is to look inside a VM for application level statistics, e.g. by parsing logs of pending requests. But the problem that occurs in such environment is, it requires the modification of the VM which may not always be possible. Instead, we make our prediction based on the past external behaviors of VMs as in [7].
FAST UP AND SLOW DOWN ALGORITHM 
When -1 ≤α< 0, the above formula can be transformed into the following: 

`				   Estimated load at time t
Observed load at time t
a constant
On the other hand, when the observed resource usage is going down, reduce in estimation must be conserved. Hence, the two parameters, ↑α and ↓α to control how quickly E(t) adapts to changes when O(t) is increasing or decreasing, respectively. It is still quite acceptable nevertheless. The prediction algorithm plays an important role in improving the stability and performance of our resource allocation decisions. During the end of this module, the load of each virtual machines residing in the physical machines are predicted. The load of individual physical machines is predicted by consolidating the predicted load of virtual machines. The module results in predicting the load of the servers in the data center.

B.THE SKEWNESS ALGORITHM 
Skewness is a measure of the asymmetry or unevenness of the probability distribution. A distribution may either be positively or negatively skewed. The concept of skewness is introduced to compute the unevenness in the utilization of multiple resources on a server. There are a number of ways of measuring skewness: In favor of performance and stability, a pragmatic algorithm is designed i.e. skewness into the aforementioned Cloud system. It is inspired by the fact that if a PM runs too many memory-intensive VMs with light CPU load, much CPU resources will be wasted because it does not have enough memory for an extra VM. The concept of skewness is used to qualify the unevenness in the utilization of multiple resources on a server. 

Let n be the number of resources and ri be the utilization of the i-th resource. We define the resource skewness of a server p as
   
Where, r is the average utilization of all resources for server p. 
In practice, not all types of resources are performance critical and hence we only need to consider bottleneck resources. By minimizing the skewness, we can combine different types of workloads nicely and improve the overall utilization of server resources.

C.HOTSPOT ALLEVIATION 
As the load of the servers has been predicted or other words the utilization of all resources of each server has been determined, the next step is to mitigate the hotspots. First the clarification of hotspot must be understood which is given below. 

C-1 Hot and cold spots: 
The algorithm has been executed periodically and the resource allocation status based on the predicted future resource demands of VMs was evaluated. A server is said to be a hot spot if the utilization of any of its resources is above a hot threshold. This indicates that the server is overloaded and hence some VMs running on it should be migrated away. For example, the hot thresholds for CPU and memory resources to be 90% and 80%, respectively. Thus a server is a hot spot if either its CPU usage is above 90% or its memory usage is above 80%. 
The temperature of a hot spot p is defined as the square sum of its resource utilization beyond the hot threshold temperature,

R→ set of overloaded resources in server ρ
     	 rt→ hot threshold for resource
The point to be noted is only overloaded resources are considered in the calculation. The temperature of a hot spot reflects its degree of overload. If a server is not a hot spot, its temperature is zero. A server is defined as a cold spot if the utilizations of all its resources are below a cold threshold. This indicates that the server is mostly idle and a potential candidate to turn off to save energy. However, we do so only when the average resource utilization of all actively used servers (i.e., APMs) in the system is below a green computing threshold. A server is actively used if it has at least one VM running. Otherwise, it is inactive. Finally, we define the warm threshold to be a level of resource utilization that is sufficiently high to justify having the server running but not as high as to risk becoming a hot spot in the face of temporary fluctuation of application resource demands. 

C-2 VM migration: 
Once the hotspots has been determined, the next step is to list the hot spots in the system in descending temperature (i.e., we handle the hottest one first). The first and foremost goal is to eliminate all hot spots as much as possible. Otherwise, keep their temperature as low as possible. 
The elimination of hotspots can be done by the migration of virtual machines. For each server p, which of its VMs should be migrated away is decided. The list of VMs based on the resulting temperature of the server is sorted if that VM is migrated away. The aim is to migrate away the VM that can reduce the server’s temperature the most. 
In case of ties, selecting the VM whose removal can reduce the skewness of the server the most. For each VM in the list, the destination server to accommodate those virtual machines has to be found. The server must not become a hot spot after accepting this VM should also be a great consideration. Among all such servers, select the one whose skewness can be reduced the most by accepting this VM. Note that this reduction can be negative which means we select the server whose skewness increases the least. If a destination server is found, the migration of the VM to that server is recorded and the predicted load of related servers was predicted [10]. 
Otherwise, move on to the next VM in the list and try to find a destination server for it. As long as a destination server for any of its VMs is found, consider the run of this algorithm a success and then move on to the next hot spot. Note that each run of the algorithm migrates away at most one VM from the overloaded server. This does not necessarily eliminate the hot spot, but at least reduces its temperature. If it remains a hot spot in the next decision run, the algorithm will repeat this process. It is possible to design the algorithm so that it can migrate away multiple VMs during each run. But this can add more load on the related servers during a period when they are already overloaded. 

D.RESOURCE ALLOCATION
The first and foremost objective is to implement resource allocation mechanisms that provide an automated provisioning of resources and at the same time aims for the best utilization of available resources. The problem of selecting the most suitable physical and virtual resources to accommodate the application is a major problem. Various solutions have been evolved to overcome these problems. This work deals with the allocation of resource to the applications by migrating the virtual machines from one host to another. Energy saving can be achieved through many strategies, such as consolidating VMs according to current resource utilization, turning off or setting CPU hibernation when servers become idle, moving workloads or VMs, and so on. 
Queuing information can also be used to implement resource allocation and energy management mechanism in virtualized datacenters. It assumes that to attend each application there is a certain number of VMs hosted by the same number of servers. The servers’ queuing information is used to make online control decisions, according to changes in the application’s workload. The energy saving is done by switching idle servers into inactive mode when their workload is low, and turning them on again when workload increases. 

E.POWER MANAGEMENT 
When the resource utilization of active servers is too low, some of them can be turned off to save energy. It can be handled by green computing algorithm. The challenge here is to reduce the number of active servers during low load without sacrificing performance either now or in the future. The oscillations in the system need to be avoided. 

E-1 Green cloud: 
The green computing algorithm is invoked when the average utilizations of all resources on active servers are below the green computing threshold. The list of cold spots in the system based on the ascending order of their memory size has to be sorted. Since it is mandatory to migrate away all its VMs before shutting down an under-utilized server, the memory size of a cold spot is defined as the aggregate memory size of all VMs running on it [8]. The thing to be assumed is all VMs connect to share back-end storage. Hence, the cost of a VM live migration is determined mostly by its memory footprint. 

E-2 Server consolidation: 
For a cold spot p, have to check whether all of its VMs can be migrated to somewhere else. For each VM on p, a destination server to accommodate it has to be found. The resource utilizations of the server after accepting the VM must be below the warm threshold. Though the energy can be saved by consolidating the under-utilized servers, overdoing it may create hot spots in the future. The warm threshold is designed to prevent that. If multiple servers satisfy the above criterion, prefer the one that is not a current cold spot. This is because increasing load on 
a cold spot reduces the likelihood that it can be eliminated. 
However, if necessary a cold spot as the destination server is also accepted. All things being equal, selecting a destination server whose skewness can be reduced the most by accepting this VM. If a destination servers for all VMs on a cold spot is found, record the sequence of migrations were recorded and the predicted load of related servers were updated. Otherwise, VM migration is not allowed. The list of cold spots is also updated because some of them may no longer be cold due to the proposed VM migrations in the above process. 
The above consolidation adds extra load onto the related servers. This is not as serious a problem as in the hot spot mitigation case because green computing is initiated only when the load in the system is low. Should restrict the number of cold spots that can be eliminated in each run of the algorithm to be no more than a certain percentage of active servers in the system. This is called the consolidation limit.


III. PSEUDO CODE

Step1: Create hosts
Step2: Create few virtual machines in each host
Step3: Evaluate the existing load as well as the future load in each individual virtual machines
Step4: Estimate the load in each host by aggregating the load of virtual machines running on it.
Step5: Calculate the average utilization of each hosts (p) and the temperature (t) as well 
Step6: if, then
 sort VM in descending order
else if   , then 
sort VM in ascending order
Step7: Pick out a VM to migrate to the appropriate destination host or turn it OFF (VM idle)
Step8: Repeat step8, until the load gets balanced in the environment.
Step9: End.

IV. SIMULATION AND RESULTS

The simulation study involves the deterministic small datacenter environment with two physical hosts (servers), HostA and HostB. Each host consists of two and three instances (virtual machines) respectively. The proposed algorithm is implemented with OPENSTACK cloud computing software. The implementation is done with a single controller node and two compute nodes (HostA and HostB).  
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   Fig2: Observed and Expected Prediction					Fig3: Cold spot
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Fig4: Resource Allocation (a) Before Migration (b) Before Migration

The observed and the predicted load for every 5 minutes in a physical server have been depicted as Observed and Expected Prediction in the above figure2. Once the load has been predicted for each host, the hotspots are listed. The HostB is found to be a hotspot. Hence picking the VM with the maximum load of 70% in the HostB and migrating it to the appropriate destination host. The acceptance of this VM should not make the destination again a hotspot. All these constraints are fingered safely using skewness algorithm and elucidated in the above figure4 as Resource Allocation. Figure 4(a) Before Migration, illustrates the status of HostA and HostB before the migration of overloaded vm3. Similarly figure 4(b), illustrates the status of HostA and HostB after the migration of overloaded vm3.  In the same way, as the process progresses the HostA is found to be cold spot. The VM with 2% of utilization is determined. Hence, the VM is considered idle and the host is turned into sleep mode [9]. The migration of underutilized vma1 from HostA to HostB and switching the idle server HostA to standby mode is depicted in the above figure 3, Cold Spot. Thus the power consumption is diminished to achieve green computing for systems with multi resource constraints.   

V. CONCLUSION AND FUTURE ENHANCEMENT
Dynamic resource allocation is growing need of cloud providers for more number of users and with the less response time. Cloud Computing is a style of computing in which dynamically scalable and often virtualized resources are provided as a service over the internet. Virtualization provides an efficient solution to the objectives of the cloud computing paradigm by facilitating creation of Virtual Machines (VMs) over the underlying physical servers, leading to improved resource utilization and abstraction. Recent computers are sufficiently powerful to use virtualization to present the deception of many smaller VMs, each running a separate OS instance.
 The design, implementation, and evaluation of a resource management system for cloud computing services have been presented. This system multiplexes virtual to physical resources adaptively based on the changing demand. The skewness metric is used to combine VMs with different resource characteristics appropriately so that the capacities of servers are well utilized. The algorithm achieves both overload avoidance and green computing for systems with multi-resource constraints.
As we could notice in this short course, Cloud Computing is still in its maturation phase and there are many challenges to be solved or improved. About resource discovery and monitoring, the need of automating discovery and allocation processes, and make the monitoring process more active, being able to re-allocate resources according to demand or to the current status of the Cloud (in order to optimize resource usage). An adaptive Cloud [11] that is able to self-manage its resources and self-adapt its configurations according to different circumstances can be designed.
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ABSTRACT: Fault-tolerant target detection and localization is a challenging task in collaborative sensor networks. Due to the simple nature of the sensor nodes, sensing can be tampered (accidentally or maliciously), resulting in a signiﬁcant number of sensor nodes reporting erroneous observations. Therefore, it is essential that any event tracking algorithm used in Wireless Sensor Networks (WSNs) exhibits fault tolerant behavior in order to tolerate misbehaving nodes. In this paper, FTLT (Fault Tolerant Localization and Tracking) algorithm is proposed for localizing and tracking of multiple event sources in WSNs using only binary sensor observations. The FTLT algorithm features low complexity, distributed implementation, real-time application, and fault tolerance in all three phases of its implementation.
KEYWORDS: Wireless sensor networks, multiple sources, localization and tracking, binary data, fault tolerance.
I. INTRODUCTION

Wireless Sensor Networks (WSNs) consist of many sensor nodes capable of computation and communication which are distributed in a specified area. The sensor nodes can collaborate to deal with many kinds of complicated tasks including monitoring ecological environments, protecting infrastructures, tracking targets and so on. WSNs which are deployed in a real environment may easily fail due to many reasons, such as software malfunctions, hardware failures, radio interference, battery depletion, malicious damage and so on. Therefore, fault-tolerance is a particular important issue in WSN applications. 
WSNs are often used to detect the occurrence of an event in a region and determine its location, such as monitoring of pollution sources, detection of fire occurrence and so on. In these applications, all events are continually emitting signals whose strength is attenuated inversely proportional to the distance from the source. The sensor nodes report the strength of the signal to the sink regularly, and then the sink estimates the location of the source according to the information of the alarmed nodes reporting. The event localization algorithms can be divided into centralized approaches and distributed approaches. In a centralized approach, all sensor measurements are sent to the sink, and the location estimation is performed at the sink [7-9]. In a distributed approach, nodes exchange sensors observation information with the surrounding neighbors and determine who the cluster node [10-12] is. The cluster nodes run a localization algorithm and determine the location of the sources. Centralized approaches can collect more information and accurately determine the location of the events, but they always consume more energy. Distributed approaches, on the other hand, have less computation overhead, but are not accurate enough for determining the location of the events. This paper mainly focuses on the fault-tolerance issue for multiple event detection and localization in wireless sensor networks, and devises a simple, fault-tolerant multiple event localization algorithm with higher estimation accuracy. 
In this paper, a fault tolerant localization and tracking algorithm for multiple event sources in WSNs using only binary sensor observations is developed. The proposed algorithm, FTLT (Fault Tolerant Localization and Tracking), has the following three main phases: (i) Identification, (ii) Localization, and (iii) Smoothing. In the Identification phase, all alarmed sensor nodes broadcast their status in their own neighborhood. Then, based on the received information and using a distributed leader election protocol a subset of the alarmed sensor nodes are self-appointed as leaders. After the first phase, the number of elected leaders should correspond to the number of sources present in the field. In the Localization phase, each leader runs dSNAP (distributed Subtract on Negative observation and Add on Positive) to determine the location of the source by only contacting the sensor nodes in its own neighborhood that are relevant to the estimation problem. The location estimates are further refined in the Smoothing phase, where each leader uses a smoothing algorithm to better approximate the path of the source and in order to predict the next leader responsible for tracking it.
The FTLT algorithm, which constitutes the main contribution of this work, features low complexity, distributed implementation, real-time application, and fault tolerance in all three phases of its implementation. The algorithms used in both the Identification and the Localization phase require only simple operations (i.e., additions of (±1)). Furthermore, the Kalman filter used in the Smoothing phase was found to be the most efficient tracking method in terms of memory and computation out of the different Bayes filters tested in [4]; however, we point out that for certain applications (e.g., maneuvering targets), other filtering techniques may provide more accurate tracking at the expense of computational complexity. In addition, the proposed approach is distributed in nature, which allows for real time tracking and scalable implementation. The most important quality of FTLT is fault tolerance, i.e., its ability to withstand a large percentage of erroneous data coming from the faulty or compromised sensors.
II. RELATED WORK
Target detection and localization [5–8], target classification [9–11] and target tracking [12–15] have attracted many research activities in sensor networks. In this section, we focus on the related works in target localization and target identification.
Clouqueur et al. [5] seek algorithms to collaboratively detect a target region. Each sensor obtains the target energy (or local decision) from other sensors, drops extreme values if faulty sensors exist, computes the average, and then compares it with a predetermined threshold for final decisions. For these algorithms, the challenge is the determination of the number of extreme values. This is unavoidable when using “mean” for data aggregation. As a comparison, we explore the utilization of “median” to effectively filter out extreme values for target region detection.Zou and Chakrabarty [6–8] propose an energy-aware target detection and localization strategy for cluster-based wireless networks. The cluster head collects event notification from sensors within the cluster and then executes a probabilistic localization algorithm to determine candidate nodes to be queried for target information. This algorithm is designed only for cluster-based sensor networks. The cluster head must keep a pregenerated detection probability table constructed from sensor locations. Each sensor reports the detection of an object to the cluster head based on its own measurements. This work does not consider fault-tolerance at all, thus the decision by cluster head may be based on incorrect information.
Fang et al. [9, 10] provide the algorithms for target counting and enumeration in sensor networks. A spanning tree is constructed to locate a possible target. The root of each tree has the maximal sensed signal power among all the nodes in the tree cluster. The tree structures which define the target region are formed step by step. Each node in the tree must relay its root information. Fault-tolerance is not considered in their protocols; therefore a faulty sensor may be elected as a leader and reports wrong target information. 
More recently, we have developed a fault-tolerant maximum likelihood (FTML) estimator [2] and its performance is closely approximated by the Subtract on Negative Add on Positive (SNAP) algorithm [3]. SNAP as proposed in our earlier work, is a centralized algorithm in the sense that it constructs a scoring matrix over the entire field utilizing the binary information from all sensor nodes in the field. Moreover, it assumes a single static target in the field. Motivated by SNAP, in this paper we present a distributed localization algorithm where a node that is elected as cluster leader uses only locally available data for locating a nearby source. Furthermore, multiple leaders can be elected in order to identify and locate multiple sources.
Tracking techniques rely on Bayesian filtering variants [4], such as Kalman Filter or Particle Filter, to mitigate the effect of measurement noise and alleviate high positioning errors that do not reflect the target’s mobility pattern. The problem of tracking multiple targets using WSNs has been explored by many prior references in a variety of different contexts (e.g., [8], [16], [17], [18], [19], [20], [21]). However, none of the aforementioned references considers fault tolerance.
In [19], the authors suggest a distributed group management algorithm for electing a single leader and resolving contention via message exchange. They use a time stamp to elect the leader that first witnessed the event. In [20], the sensor nodes are aggregated into collaborative groups for a target counting task. For each distinct target a single leader is elected via one hop information exchange by identifying the sensor node that received the highest signal power. In [21], the authors use a hierarchical topology and utilize a Voronoi diagram together with back-off timers to elect the cluster-head closest to the target with high probability. The aforementioned leader election protocols are vulnerable to faults since they rely on time stamps or signal amplitude information for electing a leader close to the target location. In our approach, we make no such  assumptions since we only utilize binary information provided by neighboring sensor nodes for electing the leaders. This makes our approach significantly more fault tolerant. 
III. A BASIC CONSTRUCTION
In this paper, a fault tolerant localization and tracking algorithm for multiple event sources in WSNs using only binary sensor observations is developed. The proposed algorithm,FTLT (Fault Tolerant Localization and Tracking), has the following three main phases: (i) Identification, (ii) Localization, and (iii) Smoothing. In the Identification phase, all alarmed sensor nodes broadcast their status in their own neighborhood. Then, based on the received information and using a distributed leader election protocol a subset of the alarmed sensor nodes are self-appointed as leaders. After the first phase, the number of elected leaders should correspond to the number of sources present in the field. In the Localization phase, each leader runs dSNAP (distributed Subtract on Negative observation and Add on Positive) to determine the location of the source by only contacting the sensor nodes in its own neighborhood that are relevant to the estimation problem. The location estimates are further refined in the Smoothing phase, where each leader uses a smoothing algorithm to better approximate the path of the source and in order to predict the next leader responsible for tracking it.
The FTLT algorithm, which constitutes the main contribution of this work, features low complexity, distributed implementation, real-time application, and fault tolerance in all three phases of its implementation. The algorithms used in both the Identification and the Localization phase require only simple operations (i.e., additions of (±1)). Furthermore, the Kalman filter used in the Smoothing phase was found to be the most efficient tracking method in terms of memory and computation out of the different  Bayes filters tested in [4]; however, we point out that for certain applications (e.g., maneuvering targets), other filtering techniques may provide more accurate tracking at the expense of computational complexity. In addition, the proposed approach is distributed in nature, which allows for real time tracking and scalable implementation. The most important quality of FTLT is fault tolerance, i.e., its ability to withstand a large percentage of erroneous data coming from the faulty or compromised sensors.
IV. SYSTEM MODEL
	The block diagram describes the system model, first create network formation with wireless nodes and source event. Then uses the proposed algorithm,FTLT (Fault Tolerant Localization and Tracking), has the following three main phases: (i) Identification, (ii) Localization, and (iii) Smoothing. In the Identification phase, a subset of the alarmed sensor nodes is self-appointed as leaders. In the Localization phase, each leader runs dSNAP (distributed Subtract on Negative observation and Add on Positive) to determine the location of the source by only contacting the sensor nodes in its own neighborhood that are relevant to the estimation problem. The location estimates are further refined in the Smoothing phase, where each leader uses a smoothing algorithm to better approximate the path of the source and in order to predict the next leader responsible for tracking it.
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Fig.1 System Model
Network Formation
A set of N sensor nodes is uniformly spread over a rectangular field of area (R). The nodes are static. Their position is denoted by (xn,yn), n = 1, . . .,N and is assumed known. Each sensor has a limited communication range Rs. A set of K point event sources are moving inside (R) according to a piecewise linear pattern. At time t, each source k is located at position (xk(t),yk(t)) inside (R). Each source emits a continuous signal that attenuates uniformly in all directions and can be measured by some of the sensor nodes, depending on their location relative to the source. In this model, the t-th sample measurement of any sensor n located at (xn,yn) is given by the sum of the signals from all sources at the sensor location:
[image: ]
for n =1, . . .,N and t = 1, . . . , T. Vmax is a sensor specific parameter that reflects the maximum measurement that a sensor can register. In addition, the signal from each source k = 1, . . .,K attenuates inversely proportional to the distance from the source location.
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where Ck   is some constant characterizing the k-th source and rn,k(t) is the radial distance of sensor node n from source k at time t.wn(t) is additive white Gaussian noise.
Next,we assume that the sensor nodes have been programmed with a common threshold T.Given T for any t,the sensors can be in one of the following two states:alarmed: If (𝑡) ≥ 𝑇 (positive observation)
    Non-Alarmed: If (𝑡) < 𝑇 (negative observation)
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Fig. 2. Various regions that will be used: 1. Region of Influence (ROI) 2. Region of Coverage (ROC) and 3. Region of Subscription (ROS). Alarmed sensor nodes with positive observations are shown in solid color.
Region of Influence (ROI) is the area around the source location inside which a sensor node will be alarmed with high probability.
Region of Coverage (ROCn) of sensor node n, is the area around a sensor node location inside which if a source is present, then it will be detected with high probability
Region of Subscription (ROSn) of sensor node n,is the area around the sensor node n location inside which the sensor node needs to subscribe for information from all other sensor nodes which are relevant to the application considered. We also refer to this region as the neighborhood of sensor node n.
Source Identification
During the identification phase a number of the sensor nodes are elected as leaders. 
number of elected leaders corresponds to the number of sources identified in the field. Sensor node n can become a leader in two possible ways:
1. Node n, receives a message from a neighboring node which is currently a leader, indicating that a source is moving closer to n and thus it should become the new leader.
2. Through a distributed election protocol where node n did not hear any neighbor becoming a leader and the majority of its neighbors are in the alarmed state.
Initially, each alarmed sensor node broadcasts an ALARM message inside its ROS. Next, each alarmed sensor n computes the following function Fn using the received information,
                       Fn=∑   bm
Where                                    
                         bm=    +1; if m is alarmed,
                                   -1; otherwise
Note that for the sensor nodes inside the ROS of node n for which no message is received, a non-alarm status is implied. If Fn > 0 for at least one alarmed sensor node then we have Detection of at least one source. The use of the value Fn is an essential part of the leader election algorithm for the two following reasons. First, it causes the leader node to be elected close to the actual source location since on average sensor nodes closer to the source have more alarmed neighbors. Keep in mind that this is achieved using only binary information from the sensors. Second, by using a bounded ±1 contribution from the sensors it can handle a percentage of erroneous observations (false positives) as well as dropped packets (false negatives) coming from the sensor nodes.
Next, sensor node n with Fn > 0 waits for a period that is given by a strictly increasing function h(x). If during this period, n does not receive a LEADER message with value f ≥ Fn it implies that n is the node with the most alarmed neighbors and is likely located close to the source, thus it becomes a leader and broadcasts a LEADER message to its neighbors.
If node n receives a LEADER message with value f≥Fn, then it is “suppressed” meaning that for a certain period it cannot become a leader itself. Note that according to the algorithm a sensor m outside the ROS of an elected leader with Fm > 0 may also become leader if it has the maximum value among its neighbors (excluding the ones in the ROS of the already elected leader which are suppressed). This turns out to be an important feature of the algorithm for correctly counting sources that are located close to each other (e.g., targets with crossing trajectories). The accuracy of the detection, however, depends on the relative size of the ROS (compared to the ROC) and the separation distance between the sources. Also, note that for every source the number of messages required for the leader election protocol is linear with respect to the number of neighbors of the leader. 
A leader may initiate and maintain a track as described above. A leader should also terminate a track when a source moves away and it is not clear who the next leader is going to be. Therefore, a leader n who did not determine the next leader and for three consecutive steps computes a value Fn≥0 simply terminates the track.
Source Localization
The algorithm is run by the leader node l which needs to collect the alarm status of all sensors inside its Region of Subscription. Note that this information is already available from the identification phase. Using this information, the leader constructs the scoring matrix Ll over a sub-grid Gl around its location. The maximum value of Ll points to the estimated position of the source.  If two or more elements have the same maximum value, the estimated position is the centroid of the corresponding cell centers. Fig.2 demonstrates the algorithm used by the leader node for constructing the likelihood matrix. Fig. 3 presents a test case scenario that demonstrates the dSNAP algorithm.  For this test case we are assuming the square ROC shown in Fig. 3(a) for an alarmed and a non-alarmed sensor node, respectively. Fig. 3(b) shows the likelihood matrix 𝐿𝑙 constructed by the leader node 𝑙. For the construction, six other nodes inside the 𝑅𝑂𝑆𝑙 are contacted by the leader, two of which are alarmed (depicted with solid color). Nodes inside the grayshaded area outside the 𝑅𝑂𝑆𝑙 are irrelevant to the particular estimation. The event is correctly localized in the grid cell with the 𝐿𝑚𝑎𝑥 = +3  as shown in Fig. 3(b).
Source Tracking
Each sensor node elected as leader proceeds to localize the source inside its ROC using the dSNAP algorithm .The dSNAP algorithm provides fairly accurate and fault-tolerant location estimates of the source to improve tracking capabilities of the network and in order to
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Fig. 3.dSNAP Test Case Scenario
predict the next leader that will perform the tracking, the approach incorporates the position filtering algorithm, based on Kalman Filter (KF). The KF algorithm runs locally on the current leader node by using the position estimates derived with dSNAP.When the target is about to leave the ROC f the current leader, a new leader is elected. The new leader is chosen as the closest sensor node to the next estimated position of the target calculated from the current position and velocity estimate. The former leader propagates to the next one all the information required to continue the KF computations, i.e. the last state vector and estimate error covariance matrix.
	In order to guarantee that a set of consecutive leaders can continuously track a moving target, the distance between any two consecutive leader nodes d(lt ,lt+1) should be less than 2Rc. If the two leaders (l1 and l2) are located at a distance greater than 2Rc, their ROCs do not overlap. When the source is about to exit from the ROC of l1, l1 informs l2 that it will become the new leader. However, at this point, it is also possible that the source may change direction and as a result is will never enter the ROC of l2. As a result l2 will lose track of the source. 
	In situations where the distance between two consecutive leaders is more than 2Rc or when the next source position is “wrongly” computed, then the next leader might be elected outside of the ROI of the source and as a result the tracking is falsely abandoned (e.g., when the majority of the nodes inside the leader neighborhood become non-alarmed) At this point a new track will be initiated by a newly elected leader following the D-FTLEP algorithm. Another situation where a track is falsely terminated is when the paths of two sources cross each other and their separation distance is d ≤ 2Rc. The localization algorithm “sees” only a single source and consequently only a single target can be tracked, thus the other is abandoned. When the two sources move sufficiently apart, the D-FTLEP can once again detect the source that has been abandoned and a new track is re-initiated.
V. CONCLUSION
In this paper, we investigate the use of a sensor network for detecting, identifying and tracking multiple moving sources using binary data. We present FTLT, a fault tolerant localization and tracking algorithm which is a low complexity, distributed method suitable for real-time applications in WSNs.We verify the efficiency of our tracking method through simulations, even when a large percentage (25 percent) of the nodes report erroneous observations due to various reasons, such as random sensor faults.
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Abstract-Ad-Hoc wireless networks are defined as the category of wireless networks that  use the multi-hop radio relaying and they are capable of operating without the support of any infrastructure and nodes communicate directly between one another wireless channels. Security is the condition of being protected against danger or loss.  The main goal of this paper is to propose a key exchange and encryption mechanism, that use the MAC address as an extra parameter as the message specific key [to encrypt] and forward the data among the node. The authorized destination node initially checks the ID of the received packet. If it matches, it further decrypts based on the neighborhood key as well as the message specific key. This mechanism requires the nodes to be organized in a spanning tree fashion as spanning tree is constructed with minimum distance which can cover all the nodes without forming a cycle. The spanning tree is constructed using NS2 simulator. NS simulator is based on two languages: an object oriented simulator, written in C++, and OTcl (an object oriented extension of  Tcl).A key Exchange and encryption mechanism is presented where each node shares secret key only with in the authenticated neighbors in the Ad-Hoc network ,thus it should avoid the global re-keying operations.
KEYWORDS:
Adhoc networks, Spanning tree, Neighborhood key, Message specific key.

LITERATURE SURVEY: 
           application-layer overlay protocols have been considered for enhancing delivery services in mobile ad-hoc networks. This paper shows that overlay networks can provide forward and backward secrecy for application data in an adhoc network. We present a key management and encryption scheme, called neighborhood key method, where each node shares a secret with authenticated neighbors in the ad-hoc network. The neighborhood key method avoids expensive global re-keying
operations when the membership in the network changes or when the network is partitioned. The method is evaluated in a newly developed application-layer ad-hoc routing protocol. Both the adhoc routing protocol and the security scheme are implemented in a software system for application-layer overlay networks. Extensive indoor and outdoor measurement experiments with handheld wireless devices evaluate the effectiveness of the neighborhood key method and the performance of application-layer ad-hoc
networks.
DRAWBACKS:
       It cannot improve the efficiency of Environment, Long Delay, Low Packet Delivery, more expensive.

INTRODUCTION:	
      Ad-Hoc Network is a distributed network, in which network connectivity and network services. In   that network, secured communication is most important. Ad-Hoc networks significantly vary from each other in many aspects, an environment-specific and efficient key management system is needed. To protect nodes against eavesdropping, the nodes must have made a mutual agreement shared secret or exchanged public keys.
Different facts of security
· Authentication: validate authentic identity.
· Authorization: access control.
· Integrity: protection from    unauthorized change.
· Confidentiality or Privacy: keep information private.


           

                         
Security systems - two categories
· Secret-key algorithm:
· Symmetric: same secret-key is used for both encryption and decryption.
· DES: Data Encryption  Standard
· AES: Advanced Encryption  Standard
· Public-key algorithm
· symmetric: different keys are used for encryption and decryption RSA(Rivest,Shamir and  Adlemen)
PROPOSED WORK:
          Security attacks are categories as Passive attacks and Active attacks. Active attacks involve actions performed by adversaries, for instance the replication, modification and deletion of exchanged data. External attacks are typically active attacks that are targeted to cause congestion, propagate incorrect routing information, prevent services from working properly or shut down them completely. External attacks can typically be prevented by using standard security mechanisms such as firewalls and encryption techniques.
  Passive attacks: eavesdropping on transmission or monitor and analyze the network    traffic.
  Active attacks: modification of information, interruption of information transmission and fabrication of messages 
· Denial-of service   
· Masquerade
· Man-in-the-middle
To secure group communication, nodes share a single symmetric key for encrypting and decrypting Messages in existing systems.

MODULES:

1. Spanning tree description
2. Setup phase
3. Neighborhood Generation
4. Secure Routing
5. Groupkey Updation

1. Spanning tree description:

             Spanning tree is constructed with minimum distance which can cover all the nodes without forming a cycle. The distance between each and every node is computed as follows:
         (1)
Spanning tree of wireless nodes is constructed using NS2 simulator. Wireless nodes are plotted on the network animator at some x coordinate and y-coordinate. These are very important in designing efficient routing algorithms. In that the nodes are generated and the minimum distance of the undirected graph are founded on it.	In the ad hoc environment, after a spanning tree is built to connect a group of mobile devices, a packet can be always flooded to all members along the tree structure without loop and duplicated transmission [1].
2. Set-Up Phase
               In the set-up phase the specific keys are generated to join on the group .Each an every node have a specific key for their identification, that is called as Master Key and it also have a Private Key to exchange a message over the group. Each node must have the Common key to join or leave in group. We use the IBS protocol to secure the data. There are some secure data transmission protocols based on LEACH-like protocols, such as Sec LEACH [8], GS-LEACH[9], and RLEACH [10]. Most of them, however, apply the symmetric key management for security in the ad-hoc network. Digital signature is one of the most critical security services offered by cryptography in asymmetric key management systems, where the binding between the public key and the identification of the signer is obtained via a digital certificate [7].
3.  IBS Scheme 
An IBS scheme implemented for ad-hoc network consists of the following operations, specifically, setup at the Base Station, key extraction and signature signing at the data sending nodes, and verification at the data receiving nodes.
Connection Set up:
The BS (as a trust authority) generates a master key mk and public parameters  param for the private key generator (PVK), and gives them to all nodes.
 Extraction:
                Given an ID string, node generates a private key sek ID associated with the
ID using mk.
 
Signature signing:
                      Given a message msg, time stamp ti and a signing key _, the sending node generates a
Signature SIG.

Verification: 
                  Given the ID, msg, and SIG, the received node outputs “accept” if SIG is valid, and outputs “Reject” otherwise.
The detailed description of the IBS scheme is defined in [6].

3 Neighborhood Generate:
                         In that we found the links between the nodes and find the neighbor nodes to exchange the data. Creating a special key by using the private and common keys of the neighborhood nodes, that is called as Neighborhood key.                      
         Assume there are two nodes i and j. There is no link between the i and k nodes. The j node is the link on it.In that the neighborhood key should used to authenticate the neighbors of the specific node and the message are encrypted on it. To perform encryption and decryption each node must have access to other nodes neighborhood key. 
           At source, Neighborhood Keyis encrypted with the public key of the receiver and transmitted to the destination node. At destination, neighborhood key is decrypted with the node’s own private key.Key exchange with only neighborhood nodes aims at reducing crypto-functions processing overheads occurred in a pure reactive approach. This neighbor detection scheme is identity-free and is carried over through a handshake process between any pair of neighbors
4. Secure Routing:
                 In the secure routing the message is encrypted using the message specific key which is the MAC address. Further, the message specific key is encrypted with neighborhood key. Then, the sender appends the destination nodes ID and transmits this message to its authenticated neighbors. 
            Source Node A creates a Message Specific Key[MKey(M)]. Message is encrypted with Message Specific Key =[EMKey(M)(M)]. Further the Message Specific Key is encrypted with A’s neighborhood key [ENKey(A)(MKey(M)]. Then, the Destination node’s ID is appended to the Ciphertext[( ENKey(A)(MKey(M) EMKey(M)(M) ) Node ID(B).
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Figure 4. System Architecture [Encryption at the Source]

4. Group Key Updation:
           In that the key will be updated if some one join or leave in the group. 
The key has to be generated by the formula  as below:  
                    Avg.no of nodes+High value 
    U(Gkey) =                      of master nodes
                           Total number master node
4. Performance Analysis
In the recent research of security in wireless ad hoc networks, several good security approaches have been proposed, and they generally fall into three categories, secure routing, trust and key management, and service availability protection.
Secure Routing
Establishing correct route between communicating nodes in ad hoc network is a pre-requisite for guaranteeing the messages to be delivered in a timely manner. If routing is misdirected, the entire network can be paralyzed. The function of route discovery is performed by routing protocols, and hence securing routing protocols has been paid more attention. The routing protocols designed for ad hoc networks assume that all the nodes within the network behave properly according to the routing protocols and no malicious nodes exist in the network. Although their approach could provide strong security, performing a digital signature on every routing packet.
Trust and key management:
 Most of the protocols discussed above make an assumption that efficient key distribution and management has been implemented by some kind of key distribution center, or by a certificate authority, which has super power to keep connecting to the network and cannot be compromised, but how to maintain the server safely and keep it available when needed presents another major issue and cannot be easily solved.
SIMULATION
          Then the results of simulations and a comparison between the proposed algorithm and other protocols

· The proposed algorithm is RSA
· IBS protocol
Simulation Environments
           NS2  is used for the simulation. The spanning tree is constructed using NS2 simulator. NS simulator is based on two languages:
an object oriented simulator, written in C++, and OTcl (an object oriented extension of Tcl)
interpreter, used to execute user's command scripts. A simulation script generally begins by creating an instance of this class and calling various methods to create nodes, topologies, and configure other aspects of the simulation. As the nodes are organized in spanning tree topology in this security scheme, the nodes exchange keys and data only with its authenticated neighbors. This avoids expensive global rekeying operations when the membership in the network changes or when the network is partitioned. Figure 6. is a simulation output of wireless nodes plotted on NAM in the form of a spanning tree and the packets transferred between the nodes involved in the spanning tree path is obtained. Figure 5. the simulation output of the throughput
of the packets sent and the packets received.
Simulation Metrics
           In the simulation five important metrics were evaluated: 1)  Delivery Report 2) Average Throughput  3) Security analysis

Simulation Results
[image: ]
          Figure 5.packet transfer between nodes in a spanning tree.

CONCLUSION
            In this paper, first reviewed the data transmission issues and the security issues in the Ad-Hoc network. The Deficiency of the Symmetric key management for secure data transmission has been discussed. Encryption is done twice with two different Encryption schemes, one with neighborhood key and other with message specific key, more security is imposed. It ensures backward secrecy (a new member of network cannot access data transmitted before the member joined) and forward secrecy (a member cannot access the data that is transmitted after the member leaves the group). 


6. FUTURE ENHANCEMENTS
       The future enhancement to the implementation of the proposed security scheme is to incorporate the key storage, message storage at the node level and compare the performance of spanning tree with and without the inclusion of features such as key storage and message storage.
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Abstract: Energy in wireless sensor networks (WSNs) are quite limited. Since sensor nodes are usually much dense, data sampled by sensor nodes have much redundancy, data aggregation becomes an effective method to eliminate redundancy, minimize the number of transmission, and then to save energy. Many applications can be deployed in WSNs and various sensors are embedded in nodes, the packets generated by heterogeneous sensors or different applications have different attributes. The packets from different applications cannot be aggregated. Otherwise, most data aggregation schemes employ static routing protocols, which cannot dynamically or intentionally forward packets according to network state or packet types. The spatial isolation caused by static routing protocol is un favourable to data aggregation. To make data aggregation more efficient, in this paper, we introduce the concept of packet attribute, and then propose an attribute-aware data aggregation (ADA) scheme consisting of a packet-driven timing algorithm and a special dynamic routing protocol. Inspired by the concept of potential in physics and pheromone in ant colony, a potential-based dynamic routing is elaborated to support an ADA strategy. 

Keywords: Attribute aware data aggregation, Dynamic routing protocol, Packet driven timing control algorithm, wireless sensor network.

1. INTRODUCTION

Wireless sensor networks (WSNs) can be readily deployed in various environments to collect information in an autonomous manner, and thus can support abundant applications such as habitat monitoring [1],moving target tracking [2], and fire detection ,Most phenomena or events are spatially and temporally correlated, which imply data from adjacent sensors are often redundant and highly correlated. To exploit both spatial and temporal correlations, the data aggregation,which can be regarded as simple data fusion, is introduced by Heidemann et al. [7] to conduct some simple operation on raw data at intermediate nodes, such as MAX, MIN, AVG, SUM, etc., and then only the abstracted data are transmitted to the sink, and thus save energy consumption by avoiding redundant transmissions.[6]Although the existing data aggregation schemes can effectively make packets more spatially and temporally convergent to improve aggregation efficiency, most of them assume that there are homogenous sensors and only one application in WSNs, It is impossible to conduct simple aggregation operations on the packets from heterogeneous sensors even if all packets can be transmitted along the same reconstructed aggregation trees and timing control schemes can also ensure packets have a high probability to meet with each other.[3] Even data fusion can merge multiple heterogeneous raw data to produce new data, which is expected to be more informative and synthetic than input raw data, it is meaningless to make data fusion on raw data from different applications. The routing protocols employed by most of existing data aggregation schemes are Static. They properly support data aggregation in the network with Homogenous sensors and a single application, but cannot conduct effective data aggregation.
In this work, we introduce the concept of packet attribute, which is used to identify the packets from different applications or heterogeneous sensors according to specific requirements, then design an attribute-aware data aggregation(ADA) scheme, which can make the packets with the same attribute convergent as much as possible to improve the efficiency of data aggregation. A distributed and dynamic routing protocol is expected to adapt to the frequent variation of packet attribute distribution at each node.

2. RELATED WORK 

In [19], Liu et al. proposed a poller/pollee-based architecture with the objective of minimizing the number of overall pollers while bounding the false alarm rate for the applications capable of monitoring the sensor statuses such as liveness, node density, and residue energy. 
Wang et al. proposed a distributed multi cluster coding protocol [20] to partition the entire network into a set of coding clusters such that the global coding gain is maximized.In [21], Park et al. combined the shortest path tree with the cluster method and developed a hybrid routing protocol to support data aggregation. Ahead node in each minimum dominating set performs data aggregation and all head nodes are connected by construction global shortest path tree.
Energy-aware distributed heuristic (EADAT)[11] and power-efficient data gathering and aggregation protocol (PEDAP) [12] are two typical examples of tree based data aggregation schemes. The main advantage of EADAT is that the node with higher residual energy has the higher probability to become non leaf tree node, and thus the network lifetime can be extended in terms of the number of alive nodes. PEDAP computes a minimum spanning tree using transmission overhead as the link cost, and thus minimizes the total energy consumption in each communication round. However, it is costly to reconstruct the spanning tree for each communication round.
In[16], a  set of routes is pre constructed and one of them keeps active in round-robin fashion, which can save energy by avoiding reconstructing route and balance energy consumption. However, each node needs to maintain the predetermined path to guarantee successful transmissions. When the network topology changes due to energy exhaustion on some nodes, the route needs to be reconstructed and the topology information maintained by each node needs to be updated, which will introduce considerable overhead.
Zhang et al. proposed a dynamic convoy tree-based collaboration(DCTC) to reduce the overhead of tree reconstruction in event-based applications, such as detecting and tracking a mobile target [15]. DCTC assumes that each node knows the distance to events and the node near the center of events acts as the root to construct and maintain the aggregation tree dynamically. How to obtain the information of event location and distance is still an open issue, which also restricts the applicability of DCTC. In addition, most existing data aggregation scheme can properly work in Homogenous environment, i.e., identical sensor data or a single application, but rarely considers the impact of heterogeneity, including heterogeneous sensors or different applications in the same WSN.

3. EXISTING SYSTEM
Most of the existing work [8], [9], [10], [11], [12], [13], [14], [15], [16], [17] mainly focuses on the development of an efficient routing mechanism for data aggregation. Although the existing data aggregation schemes can effectively make packets more spatially and temporally convergent to improve aggregation efficiency, most of them assume that there are homogenous sensors and only one application in WSNs, and ignore considering whether the packets really carry redundant and correlated information or not. The routing protocols employed by most of existing data aggregation schemes are static. They properly support data aggregation in the network with homogenous sensors and a single application, but cannot conduct effective data aggregation
[image: ]
                                            Fig:1 Static tree
4. PROPOSED SYSTEM
The dynamic routing protocol is the corner stone of ADA suitable for heterogeneous data or various applications in the same WSN. The concept of pheromone in ant colony [18] inspire us to design the dynamic routing algorithm for our ADA scheme. In nature, ants leave pheromone, which can emanate an odor and evaporate with time, along the paths that they have passed. The afterward ants will select their paths according to the amount of pheromone on different paths. If the packets in WSNs are treated as the ants in nature by analogy, and then the attribute-dependant pheromone is left on the nodes through which packets with different attribute pass. Subsequently, the node with different pheromone will emanate different odor. The more is the pheromone, the more intense is the odor. The packets just follow the odor to meet with other packets with the same attribute. In this way, the packets can be gathered together by intentional forwarding, which will assist in achieving the goal of our ADA scheme.
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               Fig: 2 dynamic routing for ADA
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       NETWORK FORMATION

This module deals with creation of the N number of nodes that is mainly used in this project. The nodes are created dynamically according to the query type required by the sink node. Each node has unique ID and the node type. While creating a node, the details about neighbour nodes are stored. Given wireless sensor network nodes current capabilities, we set out to design a data collection network that would meet the scientific requirements. Before deploying network we are going to collect sensor node details. Based on that network is formed.

PACKET GENERATION
Sensor nodes will sense the information from the environment and stores the information as a data files in a network node, in which they were embedded. Sensor nodes can be used for different kind of application purpose. In our simulation heterogeneous sensor like humidity sensor, temperature sensor and pressure sensors were used, which are also used to sense the remote environment. In networking environment transmitting data files through network is not a recommended way to process. If we transmit files in a network means they may generate lot of traffic and also gives bourdon on server. So here we are generating packets and using the network environment without any data collision.
ATTRIBUTE AWARE DATA AGGREGATION (ANT COLONY OPTIMIZATION)
This scheme use the concept of packet attributes which is used as an identifier of the data packets generated from various sensor nodes. By this scheme attribute Id is assigned for each data packets. By this attribute ID data packets of same files were grouped together. In fact, the simplest way to aggregate data flowing from the sources to the sink is to elect some special nodes that work as aggregation points and define a preferred direction to be followed when forwarding data. In the approach based on tree [4, 5], a tree structure is constructed first and is later used to either route data collected or respond to queries generated by the sink. The aggregation is performed during the routing, when two or more data packets arrive at the same node of the tree. This node aggregates the data and forwards only one packet with the aggregated data.
DYNAMIC ROUTING 
Route was found by using attribute aware aggregation algorithm. First source node was selected. For that node set of neighbours found. From that neighbour next forwarding node is the node that has same attribute as current forwarding node. This process was continued until reaching the sensor node. Finally data was transferred though that path.
PACKET DELIVER TO SINK
 More number of abstracted data send to sink based on attribute aware data aggregation.

4. Approaches for Packet Driven Timing control algorithm

To adapt to our dynamic routing protocol and overcome the drawbacks in existing timing schemes, we propose a packet-driven adaptive timing scheme. The node maintains a timer for the packets with the same attribute in its queue. When the timer fires, the corresponding aggregation is performed. When receiving one new packet, the value of timer is initialized or updated dynamically. This algorithm to avoid excessive packet dropping. the timing control algorithm for our ADA is packet driven and adaptive.

RESULT
   
[image: ]

Minimum time they packet can be send using attribute aware data aggregation .they have no of transmission is reduced




 5. CONCLUSION

The data aggregation is an effective mechanism to save limited energy in WSNs. Heterogeneous sensors and various applications likely run in the same network. To handle this heterogeneity, in this paper, we introduce the concept of packet attribute and an attribute-ware data aggregation scheme consisting of PBDR protocol and packet-driven timing control algorithm. Packets are treated as ants, and then the basic mechanism for finding paths based on pheromone in ant colony is borrowed to attract the packets with the same attribute spatially convergent as much as possible, and therefore improve the efficiency of data aggregation. 
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Abstract- Security is a major challenge in mobile social networks represented in cyber-physical system and it used to connect mobile nodes within a local physical proximity using mobile smartphones and  wireless communication. False identities are restricted using Friend Matching Protocol, but the mobile users face the problems on leaking their personal information and location privacy. In this paper a survey of all awareness for mobile social networks are discussed. The Fairness is used to match the profiles and privacy is used to find out whether the false profile is being attack on true profile. It implements the secure friend discovery process coined as runaway attack and introduces a serious unfairness issue. To thwart this new threat, It can  be discussed by a novel blind vector transformation technique proposed by Haojin et. al, which could hide the correlation between the original vector and transformed results.
I. INTRODUCTION
Social networking on social media websites involves the use of the internet to connect users with their friends, family and acquaintances. Social media websites are not necessarily about meeting new people online, although this does happen. Instead, they are primarily about connecting with friends, family and acquaintances you already have in real life. The most well-known social media sites are Facebook, Twitter, Instagram and LinkedIn. These sites allow you to share photos, videos and information, organise events, chat, and play online games. Often, each of your "friends" (Facebook) or "followers" (Twitter) will be connected to each other. Just like in real life, the connections between people aren't just one-on-one, but a network of connections. This online social network is useful for spreading information, pictures and videos and generally staying in touch with people you will also be able to leave comments or share information with you on your profile page. When signing up you don’t have to fill all the fields in your profile – think carefully about what you want people to know about you before you fill it in. You can usually adjust this information later on if you need to. Social media sites have a variety of privacy settings you can adjust. This means you can control who sees your profile page and other information you share on the site. Some people do not mind having their personal information available for anyone to view online. It stated can be strongly recommend that you don’t publish your home address and be mindful of posting other personal information about yourself (including your birthday), or others especially if you don’t have their permission. It’s worth keeping in mind that if malicious parties have access to your full name and date of birth and using other available information – for example it is possible that you could fall victim to identity theft. Just as you wouldn’t give your mobile number or bank details to anyone who asked, you should guard access to all the details of your social networking account. Some people who use social media prefer only to allow people they have officially become friends with to see their profile and other information. It is important to note that for most social media sites (including Facebook) the default privacy setting is not to hide your information when you sign up. If you don’t want your profile and other information to be seen by people who aren’t a “friend” or “follower”, you will have to check these settings and adjust them accordingly after you sign up. You can usually do this on the site - look for a link to “Privacy” or “Settings” to adjust this. The whole point of joining social media websites is to be in touch with your friends and family. “Friends” in the context of social media, and Facebook in particular, has a specific meaning. For example, for you to interact online with a friend, family member or acquaintance either one of you must first send a “friend request” to the other and then have that request accepted. Once accepted, the technology recognises you as “friends” and you can interact with each other online, so you can view the other person’s profile page, see their pictures, and send them messages.
On wouldn't normally get to interact with all the time. For example, you can easily set up a Facebook page with details and pictures of an event you might be planning, such as a school fete. The page allows you to easily send out invitations to other users of the social media site. Just like other technology, for example mobile phones, social media is a very effective tool for connecting with people. However, there are a few privacy and security issues worth keeping in mind. If you are thinking about joining a social media site, ask a friend or family member who is familiar with the site to help set you up and show you some of the basics. It can seem a bit complex when you’re getting started but once you get used to it you’ll find it easier to navigate. When you sign up to a social media site you need to provide your email address to verify your identity. This will automatically create your profile page. Depending on the social media site you’re using, a profile page usually allows you to post a picture and a few general details about you and your interests. Your friends will be able to see your profile page and the information that you share. They the whole, nearly all the interactions that occur on social media sites are safe. However, you need to be conscious of your safety and the information you share. Everyone using social media should remember these safety tips:
1) You are not obliged to accept a friend request from someone you don’t know or do not want to be in contact with.
2) Be respectful of the privacy of others when posting photos or videos of them, or mentioning them where others might read about it.
3) Be aware that you can remove someone as a “friend” and/or block them from interacting with you even after you have “accepted” their friend request. 
4) Change your privacy settings so that only your friends can see your profile page and interact with you.
Parents should encourage an open dialogue with their primary-school aged children and teenagers about what they are doing online by asking them which social media sites they use. Parents signing up and creating their own profile is a good way to get to know how these sites work. 
Social network information is  now  being used in ways for which it may have not been originally intended. In particular, increased use of smartphones capable of running applications which access social network information enable applications to be aware of a user's location and preferences. However, current models for exchange of this information require users to compromise their privacy and security. It presented several of these privacy and security issues, along without design and implementation of solutions for these issues. This work allows location-based services to query local mobile devices for users' social network information, without disclosing user identity or compromising users' privacy and security. It can be contend in that it is important that such solutions be accepted as mobile social networks continue to grow exponentially.
This paper presents work in progress regarding utilization of social network information for mobile applications. Primarily a number of challenges are identified, such as how to mine data from multiple social networks, how to integrate and consolidate social networks, and how to manage semantic information for mobile applications. The challenges are discussed from a semantic Web perspective using a driving scenario as motivation.The main objective is to enable mobile applications to benefit from semantic information obtained from Web services, mobile devices, or the surrounding environment. The goal is therefore to create a framework that enables integration of semantic information (location, activity, interests, etc) with social network data (from Twitter, FaceBook, LinkedIn, etc) to facilitate intelligent yet easy to use communication tools for individual persons as well as groups of persons. An ultimate goal is to make complex communication simple through utilization of semantic information and social network data for pervasive services in mobile devices.
II. LITERATURE SURVEY
            Paillier narrated the encryption evaluated the protocol on Blind Transformation,for the Fair Matchingness. 
A successful matching could be achieved by a mapping process in which a member may seek another member satisfying some particular requirements mapping process could be well supported by the existing online dating social networks
               M. Li, N. Cao, S. Yu, and W. Lou, W. Dong, V. Dave, L. Qiu, and Y. Zhang,  makes a proposal on a few proposals for Private Profile
Matching, which allow two users to compare their personal profiles without revealing private information to each other 
              R. Lu, X. Lin, X. Liang, and X. Shen,[7] stated the  private profile matching problem
             M. Von Arb, M. Bader, M. Kuhn, and R.Wattenhofer,[8] narrated in a typical private profile matching scheme, the personal profile of a user consists of multiple attributes chosen from a public set of attributes
              Private Set Intersection (PSI) exposed  by L. Kissner and D. Song, Q. Ye, H. Wang, and J. Pieprzyk. [9], [10] in which,the private profile matching problem could then be converted into Private Set Intersection.
Private Set Intersection Cardinality (PSI-CA)  performing the  private profile matching scheme,stated by M. Freedman, K. Nissim, and B. Pinkas,E. D. Cristofaro and G. Tsudik.
         The explosive popularity of online social networks discovered by H. Zhu, X. Lin, R. Lu, Y. Fan, and X. Shen, H. Zhu, X. Lin, R. Lu, P.-H. Ho, and X. Shen
           N. Eagle and A. Pentland narrates the social serendipity to perform matchmaking in mobile social networks.  Loopt implemented a mobile geo-location service that notifies users of friends' location and activities via detailed interactive maps.
 In particular, two mobile users, each of whom holds a private data set respectively, could jointly compute the intersection or the intersection cardinality of the two sets without leaking any additional information to either.
Further the fairness aware protocol is discussed and it is concluded.
III. THEORY
Small talk is an important social lubricant that helps people, especially strangers, initiate conversations and make friends with each other in physical proximity. However, due to difficulties in quickly identifying significant topics of common interest, real-world small talk tends to be superficial. The mass popularity of mobile phones can help improve the effectiveness of small talk. In this paper, it present E-SmallTalker, a distributed mobile communications system that facilitates social networking in physical proximity. It automatically discovers and suggests topics such as common interests for more significant conversations.It build on Bluetooth Service Discovery Protocol (SDP) to exchange potential topics by customizing service attributes to publish non-service-related information without establishing a connection. It proposed a novel iterative Bloom filter (IBF) protocol that encodes topics to fit in SDP attributes and achieves a low false positive rate. It  implements the system  for ease of deployment. The experiments on real-world phones show that it is efficient Private profile Matching, which allow two users to compare their personal profiles without revealing private information to each other[4][5]. In a typical private profile matching scheme, the personal profile of a user consists of multiple attributes chosen from a public set of attributes (e.g:various interests, disease symptoms or friends etc.). The private profile matching problem could then be converted into Private Set Intersection (PSI)[9],[10]or Private Set Intersection Cardinality (PSI-CA)[6],[7] In particular, two mobile users, each of whom holds a private data set respectively, could jointly compute the intersection or the intersection cardinality of the two sets without leaking any additional information to either side. However, there are quite a few challenges which make the existing private profile matching solutions less practical in applications. 
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Fig1:Friend Discovery in mobile social network

For example, similar to most of the online social network applications, a mobile social networking user is expected to freely search its potential common-interest friends by matching his interest with the personal profiles of the searching targets rather than making the profile matching directly.  Alice has her personal profile.
Friend discovery in mobile social networks includes three attributes: age, girl and movie. She is interested in finding a boy with similar age and hobbies. Conversely, Bob also has his own profile and interests. A successful matching could be achieved in case that Alice's profile matches Bob's interest while, at the same time, Bob's profile matches Alice's interest. Such a mapping process could be well supported by the existing online dating social networks, in which a member may seek another member satisfying some particular requirements (e.g., gender, age ranges or even living location.)[3] Further, the existing proposals are one-way only and profile matching requires running a protocol twice, with reversed roles in the second run. This two-pass protocol may be exploited by the dishonest even a malicious attacker to launch the runaway attack, in which a malicious one that wants to learn another user's interests but is unwilling to reveal his own interests can simply abort the protocol in the second round. This runaway attack incurs a serious unfairness issue. The runaway attack may be more challenging in the case of separating user's profile from his interest since matching the users' profile and the interest could only be achieved in two steps.
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Fig 2: Diagrammatic representation of protocol
As shown in Fig.2 the proposed protocol is comprised of two basic protocols, including: Protocol I: Blind Vector Transforming Protocols; Protocol II: Fairness-aware and Collusion-free Matching Protocol. The basic idea of blind vector transformation protocol is allowing two untrusted parties to transform two vectors into the blind ones by following a series of private and identical steps, e.g., adding a random vector, shuffling in the same order. Since the transformation follows the same step, the matching results (e.g. the number of matched interest and profiles) keep unchanged before and after the transformation, which enable the untrusted participants compare the profile without leaking their real interest or profile information.
To solve the above mentioned challenges and thus further enhance the usability of mobile social networks, it stated by a novel Privacy Preserving and Fairness-aware Friend Matching Protocol. The Paillier encryption[2] evaluated the protocol in Blind Transformation, Fair Matchingness.In the designed protocol, a successful matching only happens in case that the interests of both of the participants could match the profiles of the others. In other words, can learn any extra information from the protocol unless another participant is exactly what he is looking for and viceversa. It is motivated from a simple observation that if two vectors match, they will still match no matter whether they are transformed in the same way (e.g., add or remove a randomly generated vector) or shuffled with the same order. To achieve this goal, introducing a novel Blind Vector Transformation technique, under which each participant contributes a part of the vector transformation while any single one of the parties cannot recover the original vectors from  the final transformation result. Therefore, with blind vector transformation, enable a party to match its interests with another's profile but, at the same time, to keep the interests as well as the profiles private. Further, to thwart runaway attack, we introduce a lightweight verifier checking technique, which enables the verifier to check the matching at the minimized overhead and prevent any participant from launching the runaway attack. The contribution of this work could be summarized as follows: For the first time,separated the user's interest from its profile, which is expected to be a generalization of traditional profile matching problem.It is introduced in a novel blind vector transformation technique, which could hide the correlation between the original vector and the transformed result. Based on it,proposing the privacy-preserving and fairness-aware friend matching protocol, which enables one party to match its interest with the profile of another, and vice versa, without revealing their real interest.
  Introducing a novel lightweight verifier checking approach to thwart runaway attack and thus achieve the fairness of two participants. It demonstrated the performance of the proposed scheme via extensive experiment results. The remaining of this paper is organized as follows. To introduce the system model, adversary model as well as the designing objectives. It presents the privacy-preserving and fairness-aware friend enough at the system level to facilitate social interactions among strangers in physical proximity. To the best of knowledge, E-Small Talker is the first distributed mobile system to achieve the same purpose. Analysis on the security of the proposed protocol. The performance of the proposed protocol is validated by extensive experiments and analysis, which is followed by the conclusion and future work.
Fairness aware friend matching protocol          It is comprised of two basic protocols, including: Protocol I: Blind Vector Transforming Protocols; Protocol II: Fairness-aware and Collusion free Matching protocol.The basic idea of blind vector transformation protocol is allowing two untrusted parties to transform two vectors into the blind ones by following a series of private and identical steps, (e.g., adding a random vector, shuffling in the same order.) Since the transformation follows the same step, the matching results (e.g. the number of matched interest and profiles) keep unchanged before and after the transformation, which enable the untrusted participants compare the profile without leaking their real interest or profile information.  The major challenge of the blind vector is how to hide the real value of the interest or profile of the participants. The basic idea is that two untrusted participants will contribute a part of this transformation while each of them cannot recover the real interest or profile. To achieve this, we definitive primitive operations as follows:
 Encrypt: Given a vector Ev, it performs Paillier encryption on it with public key pk to obtain the ciphertext Epk [Ev]. Such an operation is denoted as Encrypt(Ev; pk).
Vecadd: Given two vectors Er and Ev, both of which are encrypted under Paillier encryption, the operation VecAdd will be executed to perform a sum operation E[Ev]E[Er] D E[Ev C Er]. Such an operation is denoted as VecAdd(Ev; Er).
Vecext: Given a vector Ev, the operation VecExt(Ev; Er) could hide the real value of Ev by performing a diffusion operation, which appends some dummy vectors Er to Ev to   obtain vjjr.
Vecshuffle: Given a vector Ev, the operation VecShuffle(Ev) could hide the real value of Ev by performing a confusion operation, which randomly shuffles the elements in vector Ev.
 Vecrev: Given a vector Ev, the operation VecRev(Ev; k) could further hide the real value of Ev by randomly changing the value of k elements in vector Ev.
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The overall procedure could be described as follows. In blind profile vector transformation phase, the user A encrypts his profile with his own public key by triggering operation Encrypt(Ev; pk). Here, Paillier is adopted since it keeps A's profile private and, at the same time, allows B to perform blind transformation on it. The transformation operations include VecAdd, VecExt, VecShuffle, VecRev. The user B also makes the same blind transformation on B's profile. After finishing these steps, in the matching phase, it is required that each participant should compare the blinded interest and profile. Each participant will send the number of matching vector pairs as well as the size of search interest to a verifier. The verifier will compare if the number of search interest equals to the number of matching vector pairs from both of parties. If both of them match, the verifier will inform A and B of a successful match. In this process, any participant will learn nothing about the personal information of another except match or not, which makes the proposed protocol achieve both of privacy preserving and fairness.
To check if two parties' interests match their counterparts'profiles.  It includes following verification protocols are SETUP, COMMIT, REVEAL. To thwart the collusion attack, it can be proposed by Fairness-aware and Collusion-free Matching protocol to tolerate the collusion attack based on Blind Linear Transformation [16]
       The communication pattern are simple,For instance , During SETUP Ted send some different information to Bob and Alice.During COMMIT Alice send one number to Bob. During REVEAL Alice send three numbers to Bob. For the SETUP phase,Ted randomly chooses two numbers:
                  Y=ax+b(mod p)
Ted sends the values a and b privately to Alice. Ted also picks another value at random.
                  
Ted privately sends Bob the pair(x1,y1)
 For the COMMIT phase, Alice computes  the  value
              and privately sends the value Y0  to Bob.
             For the REVEAL phase,Alice privately sends Bob her secret value X0,and also the pair(a,b).Bob checks that(X0,Y0)and (X1,Y1)satisfy equations. If so, he accepts X0,otherwise he rejects.
The explosive popularity of online social networks has attracted significant attention recently [8], [9]. In [12], social serendipity to perform matchmaking in mobile social networks is presented. In [10], Loopt is a mobile geo-location service that notifies users of friends' location and activities via detailed interactive maps. It is also observed that there is a large body of industrial efforts, which try to make location based friend discovery by providing andriod or IOS based services. For example, WeChat[13] is a popular mobile social network app which provides ``Look Around'' function [11].With this function, the mobile users could review the profiles of other mobile users who are physically nearby and then communicate with interested users. Other typical apps include Skout [14], Momo [15] and others. However, most of these existing apps fail to consider hide users' profiles. Therefore, designing a privacy-preserving friend matching protocol is highly desired for these apps.
Dong et al. proposed to match two PMSN users based on the distance between their social coordinates in an online social network [5]. In [4], Li et al. proposed FindU, a privacy-preserving personal profile matching in mobile social networks. By using secure multi-party computation (SMC) techniques, it can achieves that, an initiating user can find from a group of users the one whose profile best matches with his/her. In [25] and [26], it proposed the concept of Fine-Grained Private Matching, which allows finer differentiation between PMSN users and can support a wide range of matching metrics at different privacy levels. Different from these
existing works, we separate users' profiles from their interest for the first time. Further, we propose a novel Run-away attack, which may potentially introduce the unfairness issue. The proposed scheme could well thwart this novel attack and thus achieve a better security.
IV. CONCLUSION
             The literature survey states that the protocols for the following private set operations: disjointness test, fuzzy matching, distributed set operations and vector dominance test. Fairness is achieved by the Friend Matching Protocols.Without efficient and secure protocols for dataset operations, most of commercial applications and public services are hard to put online. Yet, until now, providing an efficient online application to also meet related security requirements is not quite simple. It can be developed a novel protocol that will ensure the fairness and the privacy of privacy-preserving interest and profile matching process in mobile social networks.
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Abstract—Credit card fraud is a wide-ranging term for theft and fraud committed using or involving a payment card, such as a credit card ordebit card, as a fraudulent source of funds in a transaction. The purpose may be to obtain goods without paying, or to obtain unauthorized funds from an account. The most accept mode is credit card for both online and offline in today world. It provide cashless shopping at every shop in all countries.  So as credit card is becoming popular mode for online financial transactions, at the same time fraud associated with it are also rising. In this paper Hidden Markov Model (HMM) is used to model the sequence of operation in credit card transaction processing. HMM is trained using Baum-Welch algorithm with normal behaviour of cardholder. If an incoming credit card transaction is not accepted by the trained HMM with sufficiently high probability, it is considered to be fraudulent.

[bookmark: PointTmp]Index Terms—Hidden Markov Model, credit card, fraud detection, Hidden Markov Model, Internet, online shopping.
INTRODUCTION
The internet becomes most popular mode of payment for online transaction. Banking system provides e-cash, e commerce and e-services improving for online transaction. Credit card is one of the most conventional ways of online transaction. In case of risk of fraud transaction using credit card has also been increasing. Credit card fraud detection is one of the ethical issues in the credit card companies, mortgage companies, banks and financial institutes.Due to a rapid advancement in the electronic commerce technology, the use of credit cards has increased. As credit card becomes the most popular mode of payment for both online as well as regular purchase, cases of credit card fraud also rising. Financial fraud is increasing significantly with the development of modern technology and the global superhighways of communication, resulting in the loss of billions of dollars worldwide each year. The fraudulent transactions are scattered with genuine transactions and simple pattern matching techniques are not often sufficient to detect those frauds accurately. The concept of paying for goods and services electronically is not a new one. Since late 1970 and early 1980, a range of Methods has been initiated to accept payment to be resulted across a computer network. After a period of rapid expansion, 1.5 billion populations have internet access globally as of 2008. The e-commerce began at the beginning of the year 1997, an enormous selection of diverse payment techniques developed by the researched some of these were instigated some of these were instigated on the market and unsuccessful to arrive at a critical mass. The e commerce is a process of value exchange in electronic e-commerce; where the amount is transferred online on internet, other computer network.  Normally existing fraud detection system for online banking will detect the fraudulent transaction after completion of the transaction.Credit-card-based purchases can be categorized into two types:
1. Physical card
2. Virtual card
3. Physical card
In a physical-card based purchase, the cardholder presents his card physically to a merchant for making a payment. To carry out fraudulent transactions in this kind of purchase, an attacker has to steal the credit card.
1. Virtual card
 In the second kind of purchase, only some important information about a card (card number, expiration date, secure code) is required to make the payment. The only way to detect this kind of fraud is to analyze the spending patterns on every card and to figure out any inconsistency with respect to the “usual” spending patterns.
Fraud detection based on the analysis of existing purchase data of cardholder is a promising way to reduce the rate of successful credit card frauds. Since humans tend to exhibit specific behaviouristic profiles, every cardholder can be represented by a set of patterns containing information about the typical purchase category, the time since the last purchase, the amount of money spent, etc. Deviation from such patterns is a potential threat to the system.
2. Credit Card Fraud
Credit card fraud can be defined as “Unauthorized account activity by a person for which the account was not intended. Operationally, this is an event for which action can be taken to stop the abuse in progress and incorporate risk management practices to protect against similar actions in the future”. 
Credit Card Fraud is defined as when an individual uses another individual s credit card for personal reasons while the owner of the card and the card issuer are not aware of the fact that the card is being used. And the persons using the card has not at all having the connection with the cardholder or the issuer and has no intention of making the repayments for the purchase they done.
Virtual credit card is where card holder in not present, internet baking is part of virtual credit card. Online baking is challenging part of traditional baking system. The credit card is use of modern society day by day. Prevalent of credit card fraud is difficult task when using online transaction.
related work
Dorronsoro and others developed a neural network based fraud detection system called Minerva. This system’smain focus is to imbed itself deep in credit card transaction servers to detect fraud in real-time. It uses a novel nonlineardiscriminant analysis technique that 43 combine the multilayer perceptron architecture of a neural network with Fisher’sdiscriminant analysis method. Minerva does not require a large set of historical data because it acts solely on immediate
previous history, and is able to classify a transaction in 60ms. The disadvantage of this system is the difficulty in determining a meaningful set of detection variables and the difficulty in obtaining effective datasets to train with [6].
Ghosh and Reilly [1] have proposed credit card fraud detection with a neural network. They have built a detection system, which is trained on a large sample of labeled credit card account transactions. These transaction contain example fraud cases due to lost cards, stolen cards, application fraud, counterfeit fraud, mail-order fraud, and nonreceived issue (NRI) fraud. 
Recently, Syeda et al. [2] have used parallel granular neural networks (PGNNs) for improving the speed of data mining and knowledge discovery process in credit card fraud detection.
Alekerov et al. [4] present CARDWATCH, a database mining system used for credit card fraud detection. The system, based on a neural learning module, provides an interface to a variety of commercial databases.
Fan et al. [6] suggest the application of distributed data mining in credit card fraud detection. Brauset al. [7] have developed an approach that involves advanced data mining techniques and neural network algorithms to obtain high fraud coverage.
Chiu and Tsai [8] have proposed Web services and data mining techniques to establish a collaborative scheme for fraud detection in the banking industry. With this scheme, participating banks share knowledge about the fraud patterns in a heterogeneous and distributed environment. To establish a smooth channel of data exchange, Web services techniques such as XML, SOAP, and WSDL are used.
Phuaetal.[9] have done an extensive survey of existing data-mining-based FDSs and published a comprehensive report.
Fan et al. [10] suggest the application of distributed data mining in credit card fraud detection. Brause et al. [11] have developed an approach that involves advanced data mining techniques and neural network algorithms to obtain high fraud coverage.
 Chiu and Tsai [12] have proposed Web services and data mining techniques to establish a collaborative scheme for fraud detection in the banking industry. With this scheme, participating banks share knowledge about the fraud patterns in a heterogeneous and distributed environment. To establish a smooth channel of data exchange, Web services techniques such as XML, SOAP, and WSDL are used.
Phua et al. [15] suggest the use of meta classifier similar to [6] in fraud detection problems. They consider naïve Bayesian, C4.5, and Back Propagation neural networks as the base classifiers. A meta classifier is used to determine which classifier should be considered based on skewness of data. Although they do not directly use credit card fraud detection as the target application, their approach is quite generic. Vatsa et al. [16] have recently proposed a game-theoretic approach to credit card fraud detection. They model the interaction between an attacker and an FDS as a multi stage game between two players, each trying to maximize his payoff.
proposed methodology
Markov Model (HMM)-based credit card FDS, which does not require fraud signatures and yet is able to detect frauds by considering a cardholder’s spending habit We model a credit card transaction processing sequence by the stochastic process of an HMM. 
The details of items purchased in individual transactions are usually not known to an FDS running at the bank that issues credit cards to the cardholders. This can be represented as the underlying finite Markov chain, which is not observable. The transactions can only be observed through the other stochastic process that produces the sequence of the amount of money spent in each transaction.
An FDS runs at a credit card issuing bank. Each incoming transaction is submitted to the FDS for verification. If the FDS confirms the transaction to be of fraud, it raises an alarm, and the issuing bank declines the transaction.
Hence, we feel that HMM is an ideal choice for addressing this problem. Another important advantage of the HMM-based approach is a drastic reduction in the number of False Positives (FPs)—transactions identified as malicious by an FDS although they are actually genuine. Since the number of genuine transactions is a few orders of magnitude higher than the number of malicious transactions, an FDS should bedesigned in such a way that the number of FPs is as low as possible.
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Figure 1.1 Architecture of the Credit Card Fraud
HIDDEN MARKOV MODEL
A Hidden Markov Model is a finite set of states each state is linked with a probability distribution. Transitions among these states are governed by a set of probabilities called transition probabilities. In a particular state a possible outcome or observation can be generated which is associated symbol of observation of probability distribution. It is only the outcome, not the state that is visible to an external observer and therefore states are ``hidden'' to the outside; hence the name Hidden Markov Model. Hidden Markov Model is a perfect solution for addressing detection of fraud transaction through credit card. One more important benefit of the HMM-based approach is an extreme decrease in the number of False Positives transactions recognized as malicious by a fraud detection system even though they are really genuine.
An HMM is a double embedded stochastic process with two hierarchy levels. It can be used to model complicated stochastic processes as compared to a traditional Markov model. An HMM has a finite set of states governed by a set of transition probabilities. In a particular state, an outcome or observation can be generated according to an associated probability distribution. It is only the outcome and not the state that is visible to an external observer.
To map the credit card transaction processing operation in terms of an HMM, we start by first deciding the observation symbols in our model. Wequantize the purchase values x into M price ranges V1; V2; . . . VM, forming the observation symbols at the issuing bank. The actual price range for each symbol is configurable based on the spending habit of individual cardholders. These price ranges can be determined dynamically by applying a clustering algorithm on the values of each cardholder’s transactions. We use Vk, k ¼ 1; 2; . . .M, to represent both the observation symbol, as well as the corresponding price range.
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Figure 1.2Architecture of Hidden Markov model
Figure 1.2 shows a general architecture of hidden markov model. Each oval shape represents a random variable that can adopt any number of values. The x(t) and y(t) represents the random variables. The x(t) is hidden state and y(t) is a observation at time ‘t’. The markov property states that the hidden variables x(t) at all times depends on the values of the hidden variables x(t-1). A hidden markov models are one of the most popular models in machine learning and provides statistics for modeling sequences. A probability distribution over sequences of observations is defined by using HMM. HMM maintains a log of several user transactions which provides a proof for the bank. HMM reduces substantial work of an employee since it maintains a log.
The elements of a discrete-time hidden markov model will now be summarized. These elements will be used throughout the thesis:
Number of states N. although the states are hidden, for many practical applications there is often some physical significance attached to the states or to sets of states of model [17]. For instance in the urn and ball model, the states corresponds to the urns. 
The labels for the individual states are {1, 2, 3… N}, and the states at time t denoted qt. Model parameter M. if discrete observation densities are used, the parameter M is the number of class or cells that should be used, e.g. M equals the number of colors in the urn and bell example. If continuous observation densities are used, M is represented by the number of mixtures in every state.

Mathematically an HMM can be defined as below

1. N is number states in the model and set of state is S={},Where , i=1,2,…..N are individual states. State at any time t is denoted by.
· M is number of distinct observation symbols. Observation symbols correspond to physical output of system being modeled. We denote set of observation symbols V={},Where  i=1,2,3,…M are individual observation symbols. 
· State transition probability matrix A=[] .where is transition probability from state i to j.=P(=|=).
· The observation symbol probability matrix B=(k).Where (k)is the probability distribution of observation symbol k at state j. 
· Initial state distribution π=[],Where =P(=). The observation sequence O=,,,…….where each observation sequence, one of the observation symbols from V, and R is the number of observations in the sequence. 

credit card fraud detection using an hmm
HMM uses cardholder’s spending behavior to detect fraud. In our Implementation, three behavior of cardholder are taken into consideration.
· Low spending behavior
· Medium spending behavior 
· High spending behavior

Different cardholders has their different spending behavior (low, medium, high).Low spending behavior of any cardholder means cardholder spend low amount, medium spending behavior of any cardholder means cardholder spend medium amount, high spending behavior of any cardholder means cardholder spend high amount.

A. Generating Observation Symbols
For each cardholder, we train and maintain an HMM. To find one of the three observation symbols corresponding to individual cardholder’s transactions, we run K-means clustering algorithm on past transactions. We use random numbers as spending amounts in transactions. With clustering algorithm we get three clusters and clusters represent observation symbols. We then calculate clustering probability of each cluster, which is percentage of number of transaction in each cluster to total number of transactions.
Transactions in red forms low spending group, transactions in green form medium spending group, and transactions in blue form high spending group. These groups are observation symbols in our implementation. Indicates that clustering probability of each observation symbol.
In this clustering probability of high spending is highest among three. It can be said that spending profile of given cardholder is high spending. Following equation calculates spending profile.
SP=MAX (), percentage of number of transaction those belongs to cluster i, 1i M.
B. HMM Training
Training of an HMM is an offline process. We use Baum-Welch algorithm to train an HMM. Baum-Welch algorithm uses observation symbols generated at the end of k-means clustering. At the end of training phase we get an HMM corresponding to each cardholder. Baum-Welch algorithm is as follow Particular observation sequence is O=,,,……..

C. Initialization
Set λ=(A, B,) with random initial conditions. The algorithm updates the parameters of λ iteratively until convergence.
D. Forward procedure
We define: (t)=P(,,,…….=i |λ), , which is the probability of seeing the partial sequence ,,,…….and ending up in state i at time t. 

E. Fraud Detection

Let initial sequence of observation symbols of length R up to time t is O=,,,…….. In our implementation we have taken 50 as length of sequence. We calculate the probability of acceptance of this sequence by HMM, let be the probability of acceptance 
= P (,,,……. |λ).
At time t+1 sequence is  ,,,……. let be the probability of acceptance of this sequence
= P (,,,……. |λ)
Let =-
If  >0 it means new sequence is accepted by an HMM with low probability, and it could be a fraud. The new added transaction is determined to be fraudulent if percentage change in probability is above threshold, that is
Threshold/
The threshold value can be learned empirically and Baum-Welch algorithm calculates it automatically. If    is malicious, the issuing bank does not approve the transaction, and the FDS discards the symbol.


F. K-Means
Choose K vectors from the training vectors, here denoted χ, at random. , vectors will be the centroids µk  which is to be found correctly. For each vector in the training set, let every vector belong to cluster k. this is done by choosing the cluster closest to the vector:
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From this clustering (done for one state j), the following
() parameters have found.

Table 1.1Notation
	Notation
	Meaning

	
	Weighting coefficients

	
	Mean vectors

	
	Covariance matrices

	O
	Observation symbols

	N
	Number of hidden states

	L,M,H
	Low, Medium, High

	FDS
	Fraud Detection System



It is very difficult to do simulation on real time data set that is not providing from any credit card bank on security reasons. We calculate probability of each spending profile high, low, medium (h, l, and m) Fraud detection of incoming transaction will be checked on last 10 transactions.
Table 1.2: all transactions happened until date
	Transaction No `
	Category
	Amount in

	1
	h
	65

	2
	l
	10

	3
	m
	40

	4
	m
	75

	5
	l
	28

	6
	h
	115

	7
	l
	54

	8
	m
	110

	9
	m
	140

	10
	h
	125

	11
	m
	180

	12
	l
	119

	13
	h
	145

	14
	m
	240

	15
	h
	180

	16
	l
	430

	17
	h
	355

	18
	l
	520

	19
	m
	280

	20
	h
	560



We have simulated several large data sets; one is shown in Table 1.2, in our proposed fraud detection system and found out probability mean distribution of false and genuine transactions. When probability of genuine transaction is going down, correspondingly probability of false transaction going up and vice versa. If the percentage change in probability of false transaction will be more than threshold value, then alarm will be generated for fraudulent transaction and credit card bank will decline the same transaction.
According to this table 5.2 we propose:
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Figure 1.3 Different transaction amount in a Category
The HMM based credit card fraud detection system is not having complex process to perform fraud check like the existing system. Proposed fraud detection system gives genuine and fast result than existing system. The Hidden Markov Model Makes the processing of detection very easy and tries to remove the complexity.
CONCLUSION

 Efficient credit card fraud detection system is an utmost required for card issuing bank or all type of online transaction that through using credit card. In this report, we have implemented of hidden markov model in credit card fraud detection. The very easily detect and remove the complexity forusing in this hidden markov model.  It has also explained the hidden markov model how can detect whether an incoming transaction is fraudulent or not comparative studies reveal that the accuracy to the system is also 92 % over a wide variationin the input data. We are dividing the transaction amount in three categories that is grouping high, medium & low used on different ranges of transaction amount each group show the aberration symbols. In hidden markov model methods is very low compare techniques using fraud detection rate. The different steps in credit card transaction processing are represented as the underlying stochastic process of an HMM. I have suggested a method for finding the spending profile of cardholders, as well as application of this knowledge in deciding the value of observation symbols and initial estimate of the model parameters. It also have been explained low the hidden markov model can detecting whether an incoming transaction is fraudulent or not. The system is also scalable for handling large volumes of transactions.
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ABSTRACT
This work aims at recognizing a person's emotional state starting from audio signal registrations. The system is able to recognize four emotions (anger, fear, happy, and sad). This set of emotional states is widely used for emotion recognition purposes.The system is composed of two subsystems: 1) Gender Recognition (GR) and 2) Emotion Recognition (ER). The gender of the speech signal is recognized by plotting the FFT of the signal. Peak value of the signal is extracted from FFT. By setting the threshold value, the gender of the particular signal is recognized. The features (intensity, formant and pitch) are extracted from the PRAAT software. Then using SVM and k-NN classifiers the emotions can be classified. The experimental analysis shows the performance in terms of accuracy of the proposed ER system. The results highlight that the a priori knowledge of the speaker's gender allows a performance increase. 
I. INTRODUCTION
Speech is the vocalized form of human communication. Each spoken word is created out of the phonetic combination of a limited set of vowel and consonant speech sound units. These vocabularies, the syntax which structures them and their set of speech sound units differ, creating the existence of many thousands of different types of mutually unintelligible human languages. 
In the past, different kinds of affective information, such as emotional keywords [1], speech signals, facial expressions [2], linguistic information, and dialogue acts [3], have been widely investigated for emotion recognition. Of the affective information previously used, speech is one of the most popular and easily accessible information for emotion recognition. In speech-based emotion recognition, many studies considered acoustic or/and prosodic features, such as pitch, intensity, voice quality features, spectrum, and cepstrum [4], [5], [6], [7], [8]. Since communication systems can identify the users’ emotional states from different communication modalities, several approaches have been proposed to recognize emotional states from purely textual data [1], [9], [1]. Traditionally, research on the recognition of emotion from text focused on the discovery and utilization of emotional keywords. Using emotional keywords is undoubtedly the most direct way to recognize a speaker’s emotions from textual input [9], [10]. 
II. METHODOLOGY
The speech signal is the fastest and the most natural method of communication between humans. Recognition of emotion in speech is one of the key disciplines to serve next generation human-machine interaction and communication. The system is composed of two subsystems: 1) Gender Recognition (GR) and 2) Emotion Recognition (ER). The accuracy of the Emotion Recognition System increases if the gender of the speaker is known. So first the gender of the speaker is identified by the Gender Recognition system and then the emotions are classified by the Emotion Recognition System.


A. Gender Recognition System
The proposed Gender Recognition method is designed to distinguish amale from a female speaker and has been thought to berealized over mobile devices, such as smartphones. It isdesigned to operate in an open-set scenario and is basedon audio pitch estimation.It is based onthe fact that pitch values of male speakers are on averagelower than pitch values of female speakers becausemale vocal folds are longer and thicker compared to femaleones. The signal to be classified as ``Male'' or ``Female'' isidentified as s(n); n=1….N. 
The GR method introducedin this work is composed of the following steps:
1) The signal for which the gender to be identified is considered as s(n).
2) Plot the FFT of the signal s(n).
3) From the FFT plot find the peak amplitude value.
4) Set the threshold peak value between male and female signals.
5) Once the peak value of a signal is found, compare the value with the threshold value.
6) If the peak value is above the threshold value then the signal is recognized as the female signal.
7) If the peak value is below the threshold value then the signal is recognized as the male signal.
B. Emotion Recognition System
The emotion recognition system has two types. They are:
· Emotion Recognition without gender
· Emotion Recognition with gender
The result of this system is divided into two main parts. The first part shows the performance of the system if no information about the gender of the speaker is exploited in the emotion recognition process. The second part of the results provides the performance obtained by exploiting the knowledge related to the speakers' gender. The experimental results highlight that the gender information allows incrementing the accuracy of the emotion recognition system on average.
a) Emotion Recognition with gender
	For this work, speech signal is taken from the Berlin Database. Berlin database was developed by the institute of communication science of the TU-Berlin (Technical University of Berlin) and funded by the German Research Community (DFG). First the gender of the signal was identified by the gender recognition system. Then the emotions of male and female signals are classified separately. Initially pitch contour was generated using PRAAT algorithm. Praat is a wonderful software package written and maintained by Paul Boersma and David Weenink of the University of Amsterdam. From the pitch contour the features (formants, intensity and pitch) are extracted separately for male and female signal. Then the statistics values are calculated separately. Separate SVM (Support Vector Machine) and k-NN (k-nearest neighbor) classifiers are used to classify the emotions of male and female signals separately. So that separate confusion matrix is formed. From the confusion matrix the performance is measured in terms of accuracy. Also the correctly classified signal and misclassified signals percentage are found from the confusion matrix. The block diagram can be shown in the fig: 1.
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Fig.1: Block Diagram for Emotion Recognition with Gender Recognition System.
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(b) Emotion Recognition without gender
	For evaluation 240 utterances for four emotional states (happy, angry, sad, fear) are collected from the Berlin database. Using PRAAT algorithm the pitch contour was generated. Then from the pitch contour the various features of the signal such as pitch, intensity, formants were obtained and the readings are estimated. SVM and k-NN classifiers are used to classify the signals. The result can be shown by the confusion matrix. The  (
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)block diagram can be shown in the fig: 2.









III RESULTS AND DISCUSSION
The signals are classified using SVM and k-NN classifiers and the results are shown in the following tables.   
	
	Sad
	Happy
	Anger
	Fear

	Sad
	97.14
	2.85
	0
	0

	Happy
	2.85
	40
	57.14
	0

	Angry
	0
	74.28
	25.71
	0

	Fear
	0
	0
	0
	100



Table.1 Confusion matrix for emotion recognition without gender identification using SVM classifier
	
	Sad
	Happy
	Anger
	Fear

	Sad
	100
	0
	0
	0

	Happy
	0
	71.43
	21.43
	7.14

	Angry
	0
	35
	65
	0

	Fear
	0
	0
	0
	100


Table.2 Confusion matrix for emotion recognition with male signals using SVM classifier
	
	Sad
	Happy
	Anger
	Fear

	Sad
	95.24
	0
	4.76
	0

	Happy
	5
	55
	40
	0

	Angry
	0
	85.71
	14.29
	0

	Fear
	0
	0
	0
	100


 (
Table.3 Confusion matrix for emotion recognition with female signals using SVM classifier
)




	
	Sad
	Happy
	Anger
	Fear

	Sad
	95.24
	0
	4.76
	0

	Happy
	5
	55
	40
	0

	Angry
	0
	85.71
	14.29
	0

	Fear
	0
	0
	0
	100



Table.4 Confusion matrix for emotion recognition without gender identification using k-NN classifier

	
	Sad
	Happy
	Anger
	Fear

	Sad
	100
	0
	0
	0

	Happy
	0
	78.57
	21.43
	0

	Angry
	0
	25
	75
	0

	Fear
	0
	0
	0
	100



Table.5 Confusion matrix for emotion recognition with male signals using k-NN classifier
	
	Sad
	Happy
	Anger
	Fear

	Sad
	80.95
	9.52
	4.76
	4.76

	Happy
	5
	75
	20
	0

	Angry
	7.14
	57.14
	35.14
	0

	Fear
	7.14
	0
	0
	92.86



Table.6 Confusion matrix for emotion recognition with female signals using k-NN classifier


In all the above confusion matrices the diagonal elements shows the correctly classified percentage and the other adjacent elements shows the misclassified percentages.
Emotion Recognition without Gender Recognition using SVM classifier: 65.71%
Emotion Recognition with Gender Recognition using SVM classifier: 75.73%
Emotion Recognition without Gender Recognition using k-NN classifier: 72.14%
Emotion Recognition without Gender Recognition using k-NN classifier: 80.17%

The comparison can be shown by the bar chart.
 (
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%
)
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(a)
)

Fig.3 (a): Bar Chart comparing the accuracy using SVM classifier
Fig.3 (b): Bar Chart comparing the accuracy using k-NN classifier
CONCLUSION
This work aimed at recognizing the emotional state of a person starting from audio signals registrations, is composed of two functional blocks: Gender Recognition (GR) and Emotion Recognition (ER). Gender of the voice signal is recognized by plotting the FFT of the signal. Emotion can be recognized by the SVM and k-NN classifiers. The performance analysis shows the accuracy in terms of percentage of correctly recognized emotional contents. The accuracy of the emotion recognition with gender is better than the accuracy of emotion recognition without gender. The results highlight that the a priori knowledge of the speaker's gender allows a performance increase.
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ABSTRACT: Scheduling different types of packets, such as real time and non-real time data packet at sensor nodes with resource constraints in wireless sensor network, to reduce the sensor energy consumption and end- to-end data transmission delay. Most of the existing system based on the FCFS (First Come First Serve), non-preemptive priority and preemptive priority concepts. This algorithm incurs a large processing overhead and more energy consumption. It does not support dynamic packet scheduling scheme. In this paper, a Dynamic Multilevel Priority packet scheduling has been proposed. In this scheme, it should maintain the virtual hierarchy the zone based topology of WSN, has three levels of priority queues. Real time packets are placed in to the highest priority queue. Non real time packets are placed into two other queues based on a certain threshold of their estimated processing time. Leaf nodes have two queues for real-time and non-real time data packets since they do not receive data from other nodes and thus, reduce end-to-end delay. According to the priority of packet node will route the packet to the destination. The result of this paper is  to reduce average data waiting time and end to end delay.

KEYWORDS: Wireless sensor networks, FCFS, priority packet scheduling, pre-emptive, non-preemptive, real-time packets, non real-time packets, Dynamic Multilevel priority (DMP).

I.INTRODUCTION
 Wireless sensor networks usually contain thousands of sensors, which are randomly and densely deployed. Each sensor has a light weight and a low cost with three technologies of sensing, on-board processing and transmission. Sensor nodes have limited battery power which leads to limited coverage and communication range [1].Most of the applications in wireless sensor networks involve primarily data aggregation in which sensor node periodically produced data and transmitting to the sink node through the aggregated node where continuous queries are posed and processed. But data aggregations in WSN have two main issues: Firstly save energy in battery powered sensor and secondly fast and efficient query response are essential to network performance and maintenance. In sensor node, both sensor element and processing element consume constant and low power. Energy used by the transceiver is variable and very high in comparison to sensing and processing energy. The power consumed in the transmission depends upon the network topology, MAC layer protocol, routing algorithms, data fusion and cache memory in sensor node.
[image: ]
                           
                                      Fig. 1 Wireless Sensor Network
Among many network design issues, such as routing protocols and data aggregation, that reduce sensor energy consumption: [3-7] and data transmission delay, packet scheduling (interchangeably use as task scheduling) at sensor nodes is highly important since it ensures delivery of different types of data packets based on their priority and fairness with a minimum latency. For instance, data sensed for real-time applications have higher priority than data sensed for non-real- time applications. Though extensive research for scheduling the sleep-wake times of sensor nodes has been conducted [8-14]only a few studies exist in the literature on the packet scheduling[17-22] of sensor nodes that schedule the processing of data packets available at a sensor node and also reduces energy consumptions. Indeed, most existing Wireless Sensor Network (WSN) operating systems use First Come First Serve (FCFS) schedulers that process data packets in the order of their arrival time and, thus, require a lot of time to be delivered to a relevant base station (BS). However, to be meaningful, sensed data have to reach the BS within a specific time period or before the expiration of a deadline. Additionally, real-time emergency data should be delivered to BS with the shortest possible end-to-end delay. Hence, intermediate nodes require changing the delivery order of data packets in their ready queue based on their importance (e.g., real or non-real time) and delivery deadline. Further- more, most existing packet scheduling algorithms of WSN are neither dynamic nor suitable for large scale applications since these schedulers are predetermined and static, and cannot be changed in response to a change in the application requirements or environments. For example, in many real- time applications, a real-time priority scheduler is statically used and cannot be changed during the operation of WSN applications. 
         Application of WSN covers, Environmental Monitoring, Structural Health Monitoring, Energy Monitoring, Machine Condition Monitoring, Transportation, Industrial Monitoring, Distributed Temperature Monitoring. Some of the challenges faced by the wireless networks are energy issues, self-management, de-centralized management, design constraints, security constraints.
II.RELATED WORK
2.1. Deadline
First Come First Serve (FCFS): 
Most presented wireless sensors networks applications uses First Come First Serve (FCFS) schedulers [23] that process data in the order of their arrival times at the ready queue. Basically, there is a single queue of ready processes. Relative significance of jobs calculated only by arrival time (poor choice). The execution of the FCFS policy is simply managed with a First in First out (FIFO) queue. When the process is ready it enters the ready queue, its Process Control Block is linked on to the tail of the queue.
Earliest Deadline First (EDF):
         It is a dynamic algorithm for scheduling used in real time operating system to place processes in priority queue. Whenever a number of data Packets are available at the ready queue and each packet has a deadline within which it should be sent to Base Station, the priority queue will check for the process with the nearest deadline and the data packet which has the earliest deadline is sent first. 
2.2 Priority
Non Pre-emptive Scheduling:
In non pre-emptive priority packet scheduling, when a packet p1 starts execution, task p1 carries on even if a higher priority packet p2 than the currently running packet p1 arrives at the ready queue. Thus p2 has to wait in the ready queue until the execution of p1 is complete.
Pre-emptive Scheduling:
         In this pre-emptive priority packet scheduling, higher priority packets are processed first and then it will pre-empt lower priority packets by saving the context of lower priority packets if they are already running.
2.3 Level of Queues
Single Level Queue:
Each sensor node has a single ready queue. All types of data packets enter the ready queue and are scheduled based on different criteria: type, priority, size, etc. Single queue scheduling has a high starvation rate.
Multi-level Queue:
         Each node has two or more queues. Data packets are placed into the different queues according to their priorities and types. Thus, scheduling has two phases: (i) allocating tasks among different queues, (ii) scheduling packets in each queue. The number of queues at a node depends on the level of the node in the network.
 2.4 Types of scheduling
Priority Based Scheduling:
Assign each process a priority. Schedule the highest priority process at first. All processes within same priority are FCFS. Priority may be determined by user or by some default mechanism. 
Shortest Job First Scheduling:
Shortest job next (SJN), also known as Shortest Job First (SJF) or Shortest Process Next (SPN), is a scheduling policy that selects the waiting process with the smallest execution time to execute next.SJN is a non-preemptive algorithm.
3.5 Packet Type
Real-time packet scheduling:
Real time data packets are given highest priority among all the data packets in the ready queue, so higher priority packets are processed first and then it has to be delivered to the base station (BS) with minimized end-to-end delay.
Non-real-time packet scheduling:
The non real time data packets will have lower priority and so they can be delivered to the base station with little delay if there are no real time packets in the ready queue then the data packets uses FCFS or Shortest Job First in order to deliver it to the base station.

III.PROPOSED WORK

Dynamic Multilevel Priority (DMP)
 (
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)       DMP packet scheduling scheme for WSNs in which sensor nodes are virtually organized into a hierarchical structure. Nodes that have the same hop distance from the BS are considered to be located at the same hierarchical level. Data packets sensed by nodes at different levels are processed using a TDMA scheme. For instance, nodes that are located at the lowest level and one level upper to the lowest level can be allocated timeslots 1 and 2, respectively. Each node maintains three levels of priority queues. This is because we classify data packets as (i) real-time (priority 1), (ii) non-real-time remote data packet that are received from lower level nodes (priority2), and (iii) non-real-time local data packets that are sensed at the node itself (priority 3). Non-real-time data traffic with the same priority are processed using the shortest job first (SJF) scheduler scheme since it is very efficient in terms of average task waiting time.
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        Fig. 2 dynamic multi-level priority queue
Routing Protocol: 
        For the sake of energy efficiency and balance in energy consumption among sensor nodes, we envision using a zone-based routing protocol .In a zone based Routing protocol, each zone is identified by a zone head (ZH) and nodes follow a hierarchical structure, based on the number of hops they are distant from the base station (BS). For instance, nodes in zones that are one hop and two hops away from the BS are considered to be at level 1 and level 2, respectively. 
TDMA Scheme: 
       Task or packet scheduling at each nodal level is performed using a TDMA scheme with variable-length timeslots. Data are transmitted from the lowest level nodes to BS through the nodes of intermediate levels. Thus, nodes at the intermediate and upper levels have more tasks and processing requirements compared to lower-level nodes. 
Fairness: 
      This metric ensures that tasks of different priorities get carried out with a minimum waiting time at the ready queue based on the priority of tasks. For instance, if any lower priority task waits for a long period of time for the continuous arrival of higher-priority tasks, fairness defines a constraint that allows the lower-priority tasks to get processed after a certain waiting time. 

Priority: 

       Real-time and emergency data should have the highest priority. The priority of non-real-time data packets is assigned based on the sensed location (i.e., remote or local) and the size of the data. The data packets that are received by node x from the lower level nodes are given higher priority than the data packets sensed at the node x itself. 








BLOCK DIAGRAM: 
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             Fig. 3 FLOW GRAPH FOR DMP
The idea behind this is that the highest-priority real-time/emergency tasks rarely occur. They are thus placed in the preemptive priority task queue (pr1 queue) and can preempt the currently running tasks. Since these processes are small in number, the number of preemptions will be a few. On the other hand, non-real time packets that arrive from the sensor nodes at lower level are placed in the preempt able priority queue (pr2queue).The processing of these data packets can be preempted by the highest priority real-time tasks and also after a certain time period if tasks at the lower priority pr3 queue do not get processed due to the continuous arrival of higher priority data packets. Real-time packets are usually processed in FCFS fashion. Each packet has an ID, which consists of two parts, namely level ID and node ID. When two equal priority packets arrive at the ready queue at the same time, the data packet which is generated at the lower level will have higher priority. This phenomenon reduces the end-to-end delay of the lower level tasks to reach the BS. For two tasks of the same level, the smaller task (i.e., in terms of data size) will have higher priority
PERFORMANCE ANALYSIS
       
      Graph is an essential part of display a result, so we plot a graph to show a various result comparison with packets, throughput, energy efficient, end-to-end delay Comparison among the FCFS, Multilevel queue, DMP and reduce the average waiting time in the ready queue. 





        Fig. 4 COMPARISON GRAPH OF DMP

End-to-End Delay: 

       End-to-end delay refers to the time taken for a packet to be transmitted across a network from source to destination. It also includes the delay caused by route discovery process and the queue in data packet transmission. Only the data packets that successfully delivered to destinations that counted. 

Average Waiting Time:
     The time the process remains in the ready queue.
Average waiting TimePr1 (t) =
     For real-time tasks, i = 1,Assuming that real time and emergency tasks rarely occur and require a very short time to get processed, pr1(t) < t(k). Hence,  all tasks,1 ≤ j1 ≤ n1, in the pr1 queue complete processing and tasks in the pr2 and pr3 queues are processed for the remaining,t2(k) = t(k) − pr1(t), period of time.
Average waiting Time Pr2 (t) ≥ 
             The first pr1 task has no waiting time and waiting time for the j-th pr1 task is equal to m=1 pr1,m(t). Now, pr2 tasks be sorted according to the ascending order of the processing time, pr2j2 (t), of pr2 tasks at the ready queue so that we have pr21(t) ≤ pr22(t) ≤ . . . pr2n(t). If pr2 tasks are not preempted by pr1 tasks and can be completed within the t2(k) time.
V.EXPERIMENTAL RESULTS
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VI.CONCLUSION

               Dynamic Multilevel Priority (DMP) packet scheduling scheme for Wireless Sensor Networks (WSNs). The scheme uses three-level of priority queues to schedule data packets based on their types and priorities. It ensures minimum end-to-end data transmission for the highest priority data while exhibiting acceptable fairness towards lowest-priority data. As enhancements to the proposed DMP scheme, we envision assigning task priority based on task deadline instead of the shortest task processing time. To reduce processing overhead and save bandwidth, we could also consider removing tasks with expired deadlines from the medium.
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Abstract-
Energy efficiency is a major challenge in cloud computing. The power consumption must be minimized.  In this paper a survey of the heterogeneous cloud radio access networks energy efficiency enhancements was discussed and hierarchical cooperative basic layer, highspeed data transmission is simulated using highorder modulation and coding schemes for the better performance of the unicast services, and hierarchical modulation schemes for multicast services are studied. The survey states the heterogenous cloud radio access network is to achieve high spectral efficiency performances for energy efficient localization proposed by mugen peng was studied and the performance metrics are analysed through the combination of cloud computing and HetNets.
INTRODUCTION
Cloud computing is where the organization outsources data processing to computers owned by the vendor. Primarily the vendor hosts the equipment while the audited entities still has control over the application and the data. Outsourcing may also include utilizing the vendor’s computers to store, backup, and provide online access to the organization data. The organization will need to have a robust access to the internet if they want their staff or users to have ready access to the data or even the application that process the data. In the current environment, the data or applications are also available from mobile platforms (laptops with Wi-Fi or cell/mobile cards, smart phones, and tablets). Generally speaking, cloud computing can be thought of as anything that involves delivering hosted services over the Internet.
According to NIST Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction. (Special Publication 800-145).
Cloud computing is a compilation of existing techniques and technologies, packaged within a new infrastructure paradigm that offers improved scalability, elasticity, business agility, faster startup time, reduced management costs, and just-in-time availability of resources.
Cloud computing provides shared services as opposed to local servers or storage resources. Cloud computing Enables access to information from most web-enabled hardware. Cloud computing allows for cost savings – reduced facility, hardware/software investments, support.The cloud radio access network is apromising network architecture to meet the explosive growth of the mobile data traffic.
In this architecture, all the baseband signal processing is shifted to a single baseband unit(BBU) pool, which enables efficient resource allocation and Cloud computing should be used to definitely makes sense if yourown security is weak, missing features, or below average.Ultimately, ifthe cloud provider’s security people are “better” than this.(and leveraged at least as efficiently).
The web-services interfaces don’t introduce too many new vulnerabilities, and the cloud provider aims at least as high as you do, at security goals, then cloud computing has better security.
Cloud computing also has a massive concentration of risk. That are:expected loss from a single breach can be significantly largerconcentration of “users” represents a concentration of threats. “Ultimately, it states that itcan outsource responsibility but it  can’t outsource accountability.”The cloud computing has some of the Features. That are:Use of internet based services to support business process, Rent IT-services on a utility-like basis.
The Attributes of the cloud computing are as follows:Rapid deployment, Low startup costs/ capital investments, Costs based on usage or subscription, Multi-tenant sharing of services/ resources.The cloud computing consists of  someEssential characteristics. That are: On demand self-service, Ubiquitous network access, Location independent resource pooling, Rapid elasticity, Measured service.
A consumer can unilaterally provision computing capabilities, such as server time and network storage, as needed automatically without requiring human interaction with each service provider. 
Capabilities are available over the network and accessed through standard mechanisms that promote use by heterogeneous thin or thick client platforms (e.g., mobile phones, tablets, laptops, and workstations). The characteristics are listed below:
Resource pooling - The provider’s computing resources are pooled to serve multiple consumers.Resources can be dynamically assigned and reassigned according to customer demand.Customer generally may not care where the resources are physically located but should be aware of risks if they are located offshore.
Rapid elasticity-Capabilities can be expanded or released automatically (i.e., more cpu power, or ability to handle additional users).To the customer this appears seamless, limitless, and responsive to their changing requirements.
Measured service-Customers are charged for the services they use and theamounts.There is a metering concept where customer resource usage can be monitored, controlled, and reported, providing transparency for both the provider and consumer of the utilized service.
The cloud models consists of the following types:Delivery Models, that consists of  SaaS, PaaS and IaaS and the Deployment Models such as Private cloud, Community cloud, Public cloud, Hybrid cloud.This cloud computing propose one more Model: Management Models (trust and tenancy issues),Self-managed and 3rd party managed (e.g. public clouds and VPC).
Infrastructure-as-a-Service (IaaS) - A service model that involves outsourcing the basic infrastructure used to support operations--including storage, hardware, servers, and networking components. The service provider owns the infrastructure equipment and is responsible for housing, running, and maintaining it. The customer typically pays on a per-use basis. The customer uses their own platform (Windows, Unix), and applications.
Platform-as-a-Service (PaaS) - A service model that involves outsourcing the basic infrastructure and platform (Windows, Unix). PaaS facilitates deploying applications without the cost and complexity of buying and managing the underlying hardware and software where the applications are hosted. The customer uses their own applications.
Software-as-a-Service (SaaS) - Also referred to as “software on demand,” this service model involves outsourcing the infrastructure, platform, and software/applications.Typically, these services are available to the customer for a fee, pay-as-you-go, or a no charge model.The customer accesses the applications over the internet.
The problems associated in the cloud computing are defined as,Most security problems stem from, Loss of control,Lack of trust (mechanisms) and the Multi-tenancy.These problems exist mainly in 3rd party management models.Self-managed clouds still have security issues, but not related to above.
	There are some specific security issues in the cloud computing, that areLoss of Control it specifies to take back control. The second security issues are Increase trust (mechanisms). That consists of Technology,Policy, regulation, Contracts (incentives): topic of a future talk and the Multi-tenancy.The security issues are followed as the Private cloud, takes away the reasons to use a cloud in the first place, VPC: it is still not a separate system andStrong separation.
A hierarchical cooperative relay-based heterogeneous network (HCRHeNet) to support both unicast and multicast services, where hierarchical cooperative relay nodes are deployed to provide a cost-effective coverage extension based on the convergence of heterogeneous radio networks.The underlined HCR-HeNet divides its coverage into three layers: hierarchical cooperative basic layer, homogeneous cooperative enhanced layer, and heterogeneous cooperative extended layer.
In the hierarchical cooperative basic layer, highspeed data transmission is enabled using highorder modulation and coding schemes for unicast services, and hierarchical modulation schemes for multicast services. In the homogeneous cooperative enhanced layer, where users may be located near a cell boundary and thus need the help of relay nodes, cooperative homogeneous diversity gain can be achieved. In the heterogeneous cooperative extended layer, heterogeneous cooperative diversity gain guarantees the convergence and interworking of multiradio access networks.
Wireless network coding can significantly improve the spectrum efficiency for relaying transmission when receivers can acquire accurate channel state information (CSI).Characterizing user to remote radio head (RRH) association strategies in cloud radio access networks (C-RANs) is critical for performance optimization.
Self-organizing network, or SON, technology, which is able to minimize human intervention in networking processes, was proposed to reduce the operational costs for service providers in future wireless systems. As a cost-effective means to significantly enhance capacity, heterogeneous deployment has been defined in the 3GPP LTEAdvanced standard, where performance gains can be achieved through increasing node density with low-power nodes, such as pico, femto, and relay nodes. The SON has great potential for application in future LTE-Advanced heterogeneous networks, also called HetNets. In this article, state-of-the-art research on self-configuring and self-optimizing HetNets are surveyed, and their corresponding SON architectures are introduced.
The cloud radio access network (Cloud-RAN) of small cells has attracted intense interest in both academia and industry. In practice, the capacity-limited backhaul may eventually restrict the performance potential of cooperative multipoint transmission in Cloud-RAN. In this paper,consider the delay-aware cooperative beamforming control for delay-sensitive traffic with limited backhaul data transfer in Cloud-RAN of small cells.Simulation results validate the performance gain of the proposed delay-aware cooperative beamforming control with limited backhaul consumption. The following section discussed about the literature survey and the improvement of energy efficient techniques in the next section and was concluded. 
LITERATURE SURVEY
M.Peng et.al proposed the heterogenous networks have attracted intense interest from both academia and industry. And also he narrates the EE performance has the number of cell edge, compared among 1-tier, 2-tier and number of served  UEs are assumed. If UEs associate with RRH, the H-CRANs is simplified to C-RAN.
P.Xia et.al proposed the coordinated multipoint transmission techniques are represented in 4G systems. This COMP has some disadvantages. It is heavily on the backhaul constraints and increasing the density of LPNs.
R.Irmer et.al said that the average spectral efficiency performances gains from the uplink COMP field in downtown about 20% non-ideal backhaul and distributed at the base station.
C.I et.al proposed the cloud radio access networks are the capital and operating expenditures and provide high transmission bit rate with EE performance.
E.Larrson et.al proposed LS-CMA for HPN can increase the capacity 10 times or more order of 100 times.
I.Ashraf et.al proposed RRH can be switched off to save energy, when there is no traffic,energy saving oppourtunities of 60% in contrast to non sleep mode.
Y.Shi et.al proposed to decrease the complexity, RRH selection, power minimization problem was occurred.
J.Li et.al proposed crosslayerRRm was designed to optimize the resource of a single base station has the scalability in terms of computation and signaling the key obstacles. 
K.Lau et.al expressed that the utilization of stochastic differential equaltion in a Markov decision process (MDP) lights a new way to facilitate the derivation of low complexity and scalable policy for the H-CRAN and has attracted further study.
X.Xie et.al states that the Bayesian channel estimation method making explicit use if covariance information in the intercell interference scenario with pilot contamination was developed.

I. THEORY
System architecture and performance analysis of H-CRANs:
	In the system architecture and performance analysis of H-CRANS are discussed. There are two remarkable challenges to block the  commercial development,The SE performance should be enhanced because the intra and intercell COMPs need huge amount of signaling in backhaul links.
Ultra dense LPNs can improve capacity at the cost if consuming too much energy. Cloud radio access networks are providing a high transmission bit rate with fantastic EE performance.
The advantages of C-RANs, the joint decompression and decoding schemes are executed in the BBU pool. HPNs should still be critical multiple heterogenous radio networks can be converged and all system control signaling are delivered.
To reduce the interference of the inter-tier and then increase the limited cooperative gains results and non-ideal transmissions between base station in HetNets.HetNets means multiple types of access nodes.
H-CRANS are produce the solutions throughcloud computing into HetNets.It discuss the issues of the system architectures, spectral ,energy efficiencies and key techniques.The goal of this paper is to improve both the spectral and energy efficiencies.It includes cloud computing based multipoint transmissions, large scale multiple antenna, cloud computing radio resource management.The major challenges ,open issues are stochastic geometry fronthaul constrained and standard developments may block the promotion of H-CRANS .
System architecture of  H-CRANs:
	The front radio frequency(RF) and simple symbol processing and procedures of the upper layers are implemented in RRHs.To different from H-CRANs the BBU pool in the H-CRANs is interfaced with HPNs to mitigate the cross-tier interference between the RRHs and HPNs through the centeralized cloud computing based cooperative processing techniques.
	The control signaling and data symbols are decoupled in H-CRANs. All control signaling and system broadcasting data are delivered by HPNs to UEs, which simplifies the capacity and time delay constraints, between RRHs and BBU pool.
	All adaptive signaling or control mechanisms between connection oriented connectionless is supported in H-CRANs. The cloud computing based processing techniques inherited from virtual MIMO can achievge high diversity and multiplexing gains.To improve EE performance of H-CRANs the activated RRHs are adaptive to traffic volume.
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Figure: Architecture of H-CRANs
Spectral and energy efficiency performance:
	By shortening the communication distance between the serving RRH and desired UEs, and achieving cooperative processing gains from cloud computing in the BBU pool, the SE performance gains are significant in H-CRANs.
	Exponential EE performance gains can be achieved at the cost of linearlyincreasing  SE only when the circuit power is not large in C-RANs. The key factor is to improve both the SE and EE performance is to decrease the circuit power consumption of fronthaul links. HPNs are responsible for providing the basic service coverage and delivering the control signaling, while RRHs are used to support packet traffic with high bit rates. Characterizing user to remote radio head (RRH) association strategies in cloud radio access networks (C-RANs) is critical for performance optimization.

Promising key H-CRAN technologies:
	The cloud computing based CoMP technique as the evolution of traditional CoMP in $G syste, is utilized to fullfil the interference cancellations and collaboration among RRGs and HPNs.The cloud computing based self organizing network is indispensible to enhance intelligence and lower human costs.
Cloud computing based coordinated multipoint:
	The potential applications of CC-COMP in H-CRANs exist in homogeneous and heterogeneous scenarios, which are denoted as intra-tier and inter-tier, respectively.To mitigate the intra-tier and inter-tier interference efficiently, traditional CoMP in 4G should work in perfect and ideal status to achieve significant cooperative processing gains, which arouses high complexity, increased synchronization requirements, complicated channel estimation efforts, and huge signaling.To decrease the implementation complexity.
The feasibility of the combination of green and soft is investigated through five interconnected areas of research: energy efficiency and spectral efficiency co-design, no more cells, rethinking signaling/control, invisible base stations, and full duplex radio.
Large-scale cooperative multiple antenna processing:
	The LS-CMA technique, also known as massive MIMO, is equipped with hundreds of low-power antennas at a co-located HPN site, which is presented to improve capacity, extended coverage, and decrease the antenna deployment complexity.
	HPN do not need to upload all observations to the centralized BBU pool for the baseband large-scale signal processing.Most existing works on LS-CMA mainly focus on the PHY layer or homogeneous scenario. The Bayesian channel estimation method making explicit use for covariance information in the intercell interference scenario with the pilot contamination was developed.
That which leads to complete removal of pilot contamination effects in the case in which covariance matrices satisfy a certain non-overlapping condition in their dominant subspaces.The optimized densities and deployments sites of HPN and RRH should be researched in the future.
Cloud-computing based cooperative radio resource management:
	The potential advantage of H_CRANs, the intelligent CC-CRRM is urgent, and there are various technical challenges involved.First, CC-CRRM needs to support real time and bursty mobile data traffic. The CC-CRRM should have the time delay.Second, the CC-CRRM has to be scalable with respect to H-CRAN size, so traditional complexity as well as the signaling latency and complexity involved.
	The CC-CRRM should have the delay-aware and cross-layer characteristics. With the separation of timescales, CC-CRRM requires reduced signaling overhead and computational complexity.The utilization of stochastic differential equaltion in a Markov decision process (MDP) lights a new way to facilitate the derivation of low complexity and scalable policy for the H-CRAN and has attracted further study.
Cloud computing based self organizing H-CRANs:
	Self organizing network technology is able to minimize  the human intervention in networking processes, which was protection in networking processes, which was proposed to reduce the operational costs for service providers n LTE cellular systems and HetNets.
	The availability of CC-SON solutions leads to identifying powerful optimizations strategies, mitigation co-channel interferences, and improving EE performance.The self configuration ,self optimization and self healing functionalities in CC-SON are implemented in the hierarchical SON architecture.
Challenges and Open issues in H-CRANs:
	There have been some progress and initial achievements in the aforementioned potential system architecture, performance analysis and key techniques for H-CRANs, there are still many challenges ahead, such as theoretical performance analysis with stochastic geometry, optimal resource allocation with the constrained fronthaul, and standard development.
Performance analysis with stochastic geometry:
	A tracable tool to model interference , stochastic geometry can be utilized to capture the characteristics of the locations of RRHs or HPNs and hence develop the accurate performance results.
Based on a mixed voice and data traffic model, the algorithms present energy saving opportunities of approximately 10-60 percent in the network with respect to no SLEEP mode activation in small cells, coupled with additional capacity incentives.
Based on the stochastic geometry, this is significant to proposed a tractable practical strategy to derive the analytical closed closed form expressions for SE and EE performance.A tracable mobility model should be constructed to analytically evaluate performance gains in terms of handover success ratio and sojourn time.
H-CRANs Standardizations:
	The standardizations of H-CRANs should be the strictly backward compatible with both C-RANs and HetNets.The functionalities and interfaces of the backhaul links have been standardized for HetNets in 3GPP to achieved intercell and inter tier CoMP gains.The standardization of the fronthaul links between RRHs and the BBU pool are still not straight forward, which should be emphasized in the future standards. 
II. CONCLUSION
The literature survey states that the heterogenous cloud radio access network was discussed to achieve high spectral efficiency performances through the combination of cloud computing and HetNets. The presented keytechniques, potential solutions for H-CRANs provide the break throughs of theories and technologies for the advanced next generation wireless communication systems. The system architecture, performances analysis are also analysed. The potential challenges can be overcome with the enhancements of the H-CRANs
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ABSTRACT
The kidney failure is the major threat in medical field. The kidneys dysfunction and disease can be filtered using the parameter Glomerular Filtration Rate(GFR). Finding the affected part is the most critical phenomenon in medical field. This methods gives the exact area detection in kidney so that the diagnosis and treatment is easily carried out. The aim of the project is to find the Glomerular Filtration Rate(GFR) according to it the affected part in kidney is find out. It deals with renal failure and it applies the concept of Registration and segmentation and classification .

Keywords:registration, segmentation, classification ,GFR

INRTRODUCTION
THE Glomerular Filtration Rate (GFR) is a measure of the volume of filtered fluid per unit time from the blood pool in the glomerular capillaries tothe tubular space in Bowman’s capsule. Low values of GFR leads to kidney dysfunction and renal disease. Serum creatinine is the most commonly used measure for GFR. Other and more accurate filtration markers are Iohexol (serum clearance) and Inulin[16] (urinaryclearance) for the total kidney GFR estimation. However, none of these approaches permit voxel-wise assessment within the kidney, or a differentiation of function (split-function) between left and right kidney. 
On the other hand, MR renography,based on intravenous injection of a contrast agent and dynamic scanning over time using a fast T1-weighted pulse sequence, offers the possibility to obtain voxel-wisemeasurements of kidney function. In this respect, dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI)[2] is an in vivo imaging method for measurement of physiological parameters like perfusion, transfer rates, permeability-surface products, and capillary leakage in normal and abnormal tissue and the affected region in a wide range of organs and disease processes.


RELATED WORK
In [1] ,the authors A. M. Ali, A. A. Farag, and A. S. El-Baza novel kidney segmentation approach based on the graph cuts technique. The proposed approach depends on both image appearance and shape information. To segment a kidney slice, we align it with the training slices so we can use the distance probabilistic model. Finally, we formulate a new energy function using both image appearance models and shape constraints. Experimental results show that the proposed technique gives promising results compared to others without shape constraints.

In [2], the authors H. Abdelmunim, A. Farag, W. Miller, and M. Aboel Ghar proposed acute rejection is the most common reason of graft failure after kidney transplantation. Automatic classification of normal and acute rejection transplants from Dynamic Contrast Enhanced Magnetic Resonance Imaging (DCEMRI), is of great importance. Kidney segmentation is the first step for such classification. The image intensity inside the kidney is used as an indication of failure/success. This paper introduces a new shape-based segmentation approach based on level sets. The shape registration is considered the backbone of the approach where more general transformations can be used to handle the process. We introduce a novel shape dissimilarity measure that enables the use of different (inhomogeneous)scales.

In [3] ,the author J. Milles, R. J. van der Geest, M. Jerosch-Herold, J. H. Reiber, and B. P. Lelieveldt, proposed  image-guided diagnosis and treatment of small peripheral lung lesions the alignment of the preprocedural lung CT images and the intra-procedural images is an important step to accurately guide and monitor the interventional procedure. Registering the serial images often relies on correct segmentation of the images and, on the other hand, the segmentation results can be further improved by temporal alignment of the serial images. This paper presents a joint serial image registration and segmentation algorithm we apply the proposed algorithm to align serial lung CT images. Results using both simulated and clinical images show that the new algorithm is more robust compared

errors were almost half of the voxel. Its suitable for automated analysis of clinical MR renography data. 

In [4], the author S. Parisot, H. Duffau, S. Chemouny, and N. Paragios propose a novel graph-based concurrent registration and segmentation framework. Registration is modeled with a pairwise graphical model formulation that is modular with respect to the data and regularization term. Segmentation is addressed by adopting a similar graphical model, using image-based classification techniques producing a smooth solution. State of the art results demonstrate the potential of our method on a large and challenging low-gradeglioma data sets.

PROPOSED SYSTEM
 (
Input
Read MRI image
Registration of kidney images using Affine 
Segmentation  using active contours
Compartment modelling using pk
Clustering   using PFCM
Feature extraction GLCM
Classification of kidneys using Neural network
Output
Affected region
)









		               Figure 1 proposed system
MODULES	

INPUT IMAGES

These input images are mri(magnetic resonance imaging) of a abnormal patient[image: ]
Figure 2 Input images							Figure 2 Input images
.

REGISTRATION
Proper registration is a critical step in the processing chain, as uncorrected voxel displacements will corrupt the voxel time courses.[17] The motion artefacts are caused by respiratory motion, intestinal peristalsis, cardiac pulsations, or patient movement during data collection.[17] In this way, GFR estimates can become strongly biased or even invalidated.[17]To perform registration the proposed technique named affine registration is used, affine registration has been used. 

Affine registration can also be used as an initialization step to a supplementary deformable registration. Clearly, due to respiration there is a significant local affine motion component directed along the head-to-feat axis, as modelled and also observed in our experiments. [8]

Step 1:Initialize reference (A)  & floating image (B) and set to an identity map.

Step 2:Collect the seed points based on gradients
Step 3:  The overall goal is to find a minimizer u of a cost functional J 
Where J
[image: ]
D -> Data term
R -> Regularization

[image: ]
Figure  3 Registration result
SEGMENTATION
Image segmentation is the process of partitioning a digital image into multiple segments (sets of pixels, also known as superpixels)[6].The goal of segmentation is to simplify and/or change the representation of an image into something that is more meaningful and easier to analyze[19]
Active contour model, also called snakes, is a framework for delineating an object outline from a possibly noisy 2D image. This framework attempts to minimize an energy associated to the current contour as a a sum of an internal and external energy: The external energy is supposed to be minimal when the snake is at the object boundary position.[13]
A simple elastic snake is thus defined by 
· a set of n points 
· an internal elastic energy term 
· an external edge based energy term 

[image: ]
Figure 4 Segmented kidney
COMPARTMENT MODELING

The filtration of renal part always takes place in renal cortex. It can be detected using compartment modelling.the compartments series are fed into the model named pharmacokinetic model(pk).in this the drug injected in mri are calculated each in every dose of drug the time series are noted against dose and the features are extracted from the model which has been further used for feature extraction.. Medical images play vital role in assisting health care providers to access patients for diagnosis and treatment. Studying medical images depends mainly on the visual interpretation of the radiologists.[12]
[image: ]
Figure 5pharmacokinetic  graph

The Features are
· It is used to analyze the contrast agents used in MRI
It will show the drug versus time plots using that intensity of contrast agents can be found out
GFR = 

Dose=C*V
C-> Target concentration
V-> volume of  Fluid

The manual  calculation of kidneys is
GFR = 
The  GFR for the patient is 90 ml. The good kidney GFR rate should be 120 mL/day.

FEATURE EXTRACTION

To extract information needed from the image, a feature extraction technique will be carried out. The features are extracted using two feature extraction methods which are co-occurrence matrix approach, known as grey level co-occurrence matrix (GLCM) and also Gabor filters to generate more variation of features[7]. Features are extracted using GLCM( Gray Level Co-occurrence Matrix)features[4]

Contrast  =      
 Energy 	= 	
 Homogeneity=
 Correlation=	i)
i->mean(elements)
	j->standard deviation

CLUSTERING
Renal filtration mainly taking place in Renal cortex.Finds no of clusters
[image: ]Find data points and number if coordinates M * N  using grade f membership.At each iteration objective function is minimized to find best location for clusters.The iteration count stops when the Pfcm value gets minimized[1]

PFCM(x,c,m,e)

X->Unlabeled data set
C->No of clusters
M->Parameters in objective function
E->A threshold
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a		b

Figure 6 features list
[image: ][image: ]
	c		d				
		Figure 7 clustering 

The PFCM (Possiblistic Fuzzy C-Means clustering) of whole kidney compartments are shown[18]. The PFCM is a good clustering algorithm to perform classification tests because it possesses capabilities to give more importance to typicalities or membership values[9]. PFCM is a hybridization of PCM and FCM that often avoids various problems of PCM,FCM and FPCM


CLASSIFICATION

Using neural network(nn training tool).Train the neural network and apply Scaled Conjugate Gradient Algorithm(SCG)[10].Parameters  used are epochs,goal,show,mingrad,max fail ,sigma,lambda for performance validation.The epoch used here is 29 at this stage best validation performance is obtained.It avoids the time consuming line search learning iteration[20]
	[image: ]
						Figure 8 affected region
CONCLUSION 

The conclusion of the proposed method finds the glomerular filtration rate have presented a novel method for combined registration and segmentation with a good classification to find out the glomerular filtration rate which in turn finds out the renal diseases ,it is applicable to DCE-MRI acquisitions of the moving human kidney[11]. The segmentation term affects the registration by enforcing time course similarity of voxels inside and outside the kidney. Using time series data from different DCE-MRI examinations we have demonstrated plausible and promising results, in particular related to the smoothness of the voxel time courses and small deviance to Iohexol-measured GFR[14]. We conclude that our segmentation driven registration approach has a great potential for further development into a full-blown pharmacokinetic GFR model driven segmentation of the kidneys. 

FUTURE WORK
Combined registration and segmentation comes with a good result but the partially blown pharmacokinetic modeling is applied. But in future enhancement Full blown pharmacokinetic modeling based segmentation will bring most plausible and surprising results with the combined effect of segmentation[15]. The sequential segmentation and registration wont give plausible results but the combined one gives plausible results. The comparison of reg seg model and affine unprocessed registration is seen in future .The comparison approaches is not shown in proposed one. The classification approach is used to differentiate between normal and acute rejection patients in kidney. The topology preserving techniques to ensure the diffeomorphic to piece wise constant images with more than two intensities or textured images in future work.
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Abstract: Data-gathering wireless sensor networks (WSNs) are operated unattended over long time horizons to collect data in several applications. Typically, sensors have limited energy (e.g., an on-board battery) and are subject to the elements in the terrain. In-network operations, which largely involve periodically changing network flow decisions to prolong the network lifetime, are managed remotely, and the collected data are retrieved by a user via internet. An integrated topology control and routing problem in cluster-based WSNs are analyzed to improve the network lifetime. To prolong  network lifetime via efficient use of the limited energy at the sensors , a hierarchical network structure with multiple sinks at which the data collected by the sensors are gathered through the cluster heads  are adopted . A Mixed Integer Linear Programming (MILP) model to optimally determine the sink and CH locations as well as the data flow in the network is considered. This model effectively utilizes both the position and the energy-level aspects of the sensors while selecting the CHs and avoids the highest-energy sensors. For the solution of the MILP model, an effective Benders Decomposition (BD) approach that incorporates an upper bound heuristic algorithm is used.
Index Terms: Benders decomposition (BD),network design, wireless sensor networks (WSNs). 
1.  INTRODUCTION
    The general framework of WSN network operations of our interest can be outlined as follows. Initially, a set of sensors,which are equipped with limited energy resource (e.g., battery)as well as sensing, processing, and communication capabilities,is deployed in a geographical region. Data collected by the sensors are forwarded to specially designated sensors, called cluster heads (CHs), which conduct some processing to aggregate their received data. CHs then forward the data to specific locations, called sinks, either directly or through other CHs. In this underlying setting, which is also depicted in Fig. 1, design of the network refers to the determination of CH and sink locations, while the operation decisions refer to the routing of data from the sensors to the sinks in that network.
     Given limited energy levels at the sensors, as is the case in many applications of WSNs, one of the main concerns in network design and operation is the network lifetime, which we consider in this study to be the time between two sensor deployments. Sensor redeployments may be needed due to several reasons, e.g., having less than a critical number of operational sensors with enough remainingenergyinthe [image: ]network. Typically, the lifetime is assumed to be divided into periods of uniform length, and for each period, network design and operations decisions are made in such a way that the number of periods in a deployment cycle is maximized. Consequently, the network lifetime is defined as the number of periods that can be achieved with a deployment. 
     Topology control and routing are two fundamental problems in effective design and operation of WSNs. The close relationship between these decisions and their relation to network lifetime are especially underlined by the WSN-specific design/operation attributes that include energy efficiency and computation–communication trade-off. As mentioned, energy efficiency is a major concern since each sensor has finite and on renewable energy resource. Communication–computation trade-off refers to the fact that communication consumes more energy than performing computations on board a sensor . This is critical as it relates to the energy efficiency. Although the direct communication of a sensor with a sink is preferable for the overall network, this is impractical or, otherwise, leads to excessive energy use, thus shortening the network lifetime . Therefore, routing schemes where the data size is decreased via in-network data aggregation (i.e., using energy for computation rather than communication) along the paths from sensors to a sink (user) are usually preferred.
2.  RELATED WORK
     In this section, we will see the some of the related works to network topology and data routing: 
     Heinzelman et al. [2] develop a data aggregating cluster-based routing protocol Low Energy Adaptive Clustering Hierarchy (LEACH). In LEACH, they assume a single-hop CH-to-sink connection and adopt the randomized rotation of CHs to ensure a balanced energy consumption. However,such assumptions may not guarantee network connectivity.
     Younis and Fahmy [26] propose a hybrid energy-efficient distributed clustering routing (HEED) protocol where the CHs are probabilistically selected based on their remaining energy and the sensors join clusters such that the communication cost is minimized. HEED assumes a multihop connection between the CHs and to the sink. 
     Liu et al. [3] suggest a distributed energy-efficient protocol EAP for the general setting in [26]. In EAP, each CH is probabilistically selected based on its ratio of the remaining energy to the average remaining energy of all the neighbor sensors within its cluster range. This is in contrast to HEED that only chooses CHs based on a sensors’ own remaining energy. To further extend network lifetime, EAP introduces the idea of “intracluster coverage” that allows a partial set of sensors to be active within clusters while maintaining an expected coverage. 
     Ademola et al. [27] also aim to promote a uniform energy usage across the network by minimizing the communication distance among sensors and selecting the CHs based on remaining energy at the sensors.Since sensors generally send data to the sink in a “many-toone” (convergecast) fashion, Haenggi [23] points out that some critical sensors closer to the sink appear on most forwarding paths in the network. Specifically, in a multihop cluster-based WSN, the CHs closer to the sink may have quick drainage due to their heavy load in forwarding data to the sink.
     In contrast to the above studies that adopt a localized and/or protocol-based methods, Al-Karaki et al. [27] present a mathematical formulation by jointly considering the cluster-based routing problem with application-specific data aggregation.
     Al-Turjman et al. [15] propose a mixed integer linear program (MILP) with the objective of minimizing the total network energy consumption while including constraints on fault tolerance simultaneously. In that study, sensors are assumed to forward their data to the sink through specific relay nodes that are equipped with higher energy sources. In [4], a routing problem is considered for networks with flat topologies.For this, a linear programming approach is suggested to maximize the data flow per period. In another study, with similar assumptions but without considering data aggregation, a multicommodity flow approach is provided to maximize lifetime with the use of multiple sinks in a WSN . 
     Wang et al. [5] also consider a similar setting with mobile CHs that are special high-energy sensors and examine the network lifetime under fixed sink location assumption. Efforts toward that end also include consideration of placing specific relay nodes with more energy . 
     Kim et al. [15] illustrate the benefit of employing multiple sinks and suggest a mixed integer linear program to determine sink locations. Luo and Hubaux [30] address a routing problem with sink mobility to improve network lifetime. Efficient approximation algorithms for generation of multihop routing trees (single sink) and forests (multiple sinks) are provided in [6]. However, in these studies, flat-routing structures without any CHs or aggregation are considered.
      In our specific context of cluster-based approaches, we have the following observations: 1) Most of the studies in the clustered sensor network adopt a localized method to select and vary CHs over the periods. Such methods may be biased from the long-term network lifetime perspective. 2) In the majority of the literature, topology control and routing problems are handled separately, thus overlooking the interrelationships among them. 3) The majority of studies on cluster-basedWSNs does not consider the use of multiple sinks with mobility. Therefore, we are motivated to investigate a generalized and integrated topology control and routing problem using optimization techniques. In doing so, we particularly consider a multiobjective optimization model that combines energy usage and remaining energy characteristics and that simultaneously considers cluster-based topology control and routing decisions in a multiple-sink WSN having a hierarchical network structure to facilitate data aggregation.
      For our mathematical model, we develop a solution algorithm based on joint use of Benders decomposition and an effective heuristic and analyze both algorithmic and network characteristics in an extensive computational study.
3.  PROPOSED WORK
     To prolong network lifetime through use of the limited energy at the sensors, we adopt a hierarchical network structure with multiple sinks at which the data collected by the sensors are gathered through the ClusterHeads (CH).  We consider a Mixed Integer Linear Programming (MILP) model to determine the sink and CH locations and the dataflow in the network. An upper bound heuristic algorithm is used to incorporate Benders Decomposition (BD) approach.
     • First, in the modeling context, we incorporate a total fixed
cost term associated with CH selection into the objective function. By setting a higher fixed cost of usage (as a CH) for a sensor with low energy, the model attempts to avoid some well-positioned sensors from being selected as CHs repeatedly in successive periods and to protect these sensors from quick energy depletion. This approach also facilitates a uniform energy consumption profile at the sensors across the network. This is important because in a hierarchical setting, where data flow from sensors to the sinks occurs via CHs, a CH not only functions to capture information in its vicinity, but also as an aggregator/relay node to process and transfer the data generated by other sensors to the sinks. Thus, CHs consume more energy than regular sensors, while the whole network operation enjoys taking advantage of the computation–communication trade-off.
     • Second, observing that the model is amenable to exact solution via Benders decomposition (BD), in the methodological context, we focus our efforts on devising an efficient BD Algorithm as a solution method. In particular,we develop a solution approach that incorporates an effectiveheuristic algorithm and strengthened Benders cuts in an -optimal BD framework. Computational evidence demonstrates the efficient performance of the approach in terms of solution quality and time. In particular, our heuristic algorithm provides a good initial upper bound and facilitates the generation of initial Benders cuts, while the strengthened Benders cuts and -optimal framework accelerate the convergence of the BD algorithm. 
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Network Formation
The hierarchical network   formation process done by each and every node in the network is grouped either tree, mesh structure. In the structure each and every node having different location, size and energy. The initial energy is given to each node. The distance between the two nodes should be same; if the node0 to node1 distance is 173.8763 then the distance between the node1 to node0 is same value. 
Neighbor Discovery
	This is the process of calculate the neighbor node value and find the surrounding node. The neighbor list is maintained by all of nodes in the network. Each and every node has initial energy value by its creation time. A network describes a collection of nodes and the links between them. The nodes automatically calculate the neighbor nodes depending on transmission power and location of the node using AODV routing protocol. 
Cluster head Formation
A CH is a sensor node that transmits an aggregated sensor data to the distant base station. At the start, a set of cluster heads are chosen on random basis. These cluster heads send a message to neighbor nodes and determine which node has high energy. The sensor nodes receive the messages and choose their cluster heads based on the energy that is battery power. Each sensor node sends an acknowledgment message to its cluster head. On cluster heads are sensor nodes that transmit the collected data to their cluster head. Each cluster has a head set that consists of several virtual cluster heads; however, only one head set member is active at one time
Data Gathering Phase
	During data gathering phase, the initial part of the data gathering the nodes are in the active state. The nodes are involved in sensing and in the collection of data. After this each node forms a single data packet of its own. Then, the nodes transmit messages to their cluster head and cluster heads transmit an aggregated messages to a distant base station i.e., the information’s are gathered by the sensor nodes and the information’s are sent to the cluster head. 


Routing Phase
	During the routing phase, each cluster head has the collected data, the cluster head identify whether any other cluster head having more energy. If any highest energy cluster heads are found the information’s are sent that highest energy cluster head ,the heuristic algorithm is used to perform  the data transmission to cluster head until reach the highest energy cluster head.
Multiple Sinks
[bookmark: __DdeLink__1061_557927568]	Basically sensors have limited energy. The cluster head sends the information to store in multiple sinks to reduce the energy consumption because if all the data’s are stored in single sink or base station it takes more energy so that multiple sinks are used to increase the network life time securely erasing any ephemeral values used, the access control is still ensured by a cryptographic mean instead of relying on some server to restrict the accesses honestly.
4. APPROACH
Benders Decomposition
     Benders decomposition is a solution approach for mixed integer linear programming problems and it has been successfully employed for solving a wide array of large-scale optimization problems. This technique is based on the idea of exploiting the special structure of the problem at hand; it separates the original formulation into two smaller easier-to-solve problems called a master problem and a subproblem.
     The master problem accounts for all the integer variables and the associated portion of the objective function and the constraints of the original problem. It also embodies the information regarding the subproblem portion of the problem via use of an additional (continuous) auxiliary variable and a set of constraints called Benders cuts. On the other hand, the subproblem includes all continuous variables and the associated constraints in the original problem. Solving the dual of the subproblem provides information about the subproblem portion of the original objective function, and this information is communicated to the master problem via Benders cuts.
A. Base Benders Decomposition Approach
     In each iteration of Benders algorithm, the master problem is resolved to optimality with the addition of a Benders cut. This gives a lower bound for the original problem (P), and values for the integer variables are then substituted into the subproblem. The dual subproblem is then solved to produce an upper bound for (P) and a set of dual variables values that are used to generate a new Benders cut for the master problem in the next iteration.This process is repeated until a termination condition, usually a small optimality gap between the lower bound and the upper bound, is met. In Benders approach, it is known that if the iterations are allowed to continue long enough, an optimal solution is obtained as the Benders cuts recover the complete feasible polyhedron of the overall problem.
B. Benders Subproblem and Its Dual
The subproblem can easily be obtained from the overall formulation (P). Intuitively, for given binary variables associated with fixed CH and sink locations whose locations are known as dictated by the master problem, the subproblem is essentially a linear minimization problem that determines the data routing scheme from sensors to sinks via CHs and energy usage/status in the network.In the Benders framework, rather than solving the subproblem (primal), we solve its dual.
C. Benders Master Problem
     The master problem is obtained from the overall formulation (P) by adopting the requirements on the number of CHs and sinks given by constraints. The real-valued variable is contained in the set of Benders. The master problem is essentially a minimization problem that gives a tentative network configuration, selection of CH and sinks locations, and a lower bound of the original model. At each iteration, we obtain a new dual solution , substitute it into constraint , add it to the master problem , and then resolve the master problem to obtain a new set of values of the binary variables and .
D. Approaches for Accelerating the BD                             Algorithm
     We observe that the direct implementation of classical BD approach in our model often converges slowly. This is due to the following reasons.
1) In the absence of a set of dual variables, BD approach starts the iterative procedure by solving the master problem without any Benders cuts . However, the initial selection of cuts can have a profound effect upon the performance of Benders algorithm .
2) Due to the degeneracy of the subproblem, there exists multiple dual optimal solutions for dual subproblem .This means that multiple sets of dual values are possible to provide the same optimum solution to the dual subproblem. Thus, it is important to obtain an optimal solution to so that a stronger cut of the form (30) is generated. 
3) The master problem must be solved each iteration a new Benders cut  is added Thus,as the number of iterations increases, the complexity and the size of increases dramatically, and, consequently,solving becomes very time-consuming. In order to circumvent these difficulties, we explore several techniques to accelerate the convergence of the BD algorithm .
 Upper Bound Heuristic Algorithm: We devise an efficient heuristic algorithm, called Upper Bound Heuristic (UBH),that provides a feasible solution to overall problem (P) without much computational effort. The aim of our heuristic algorithm is to find a good upper bound and facilitate the generation of good initial Benders cuts. We use the solution, specifically CH and sink selections given by , obtained from the heuristic as an input and solve the dual sub problem for generating an initial Benders cut so that it can be added to the master problem in the following iteration. This is in contrast to initially solving the  master problem without any cuts in a typical BD implementation. We design the heuristic in a way to avoid well-positioned sensors being selected as CHs repeatedly in successive periods and to protect low-energy sensors from being selected as CHs. 
5.CONCLUSION
     The results of our proposed hierarchical cluster based routing protocol indicate that the energy consumption can be systematically decreased by including more sensors in a cluster head. For the same number of data collecting sensor nodes, the number of control and management nodes can be adjusted according to the network environment. We develop an MILP model to determine the multiple sink and CH locations and data flow in the network. Our model avoids some well-positioned sensors being selected as CHs repeatedly in successive periods to protect low energy sensors from quick energy depletion while facilitating a uniform energy consumption profile in the network.
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ABSTRACT
                   To date, cancer of uterine cervix is still a leading cause of cancer-related deaths in women worldwide. The current methods for screening the cervical cancer are Pap smear and LBC.It  is the most successful attempt of medical science and practice for the early detection of cervical cancer. Manual analysis of the cervical cells are time consuming, laborious and error prone. This paper presents an Artificial Intelligence(AI) based system for classifying cervical cells as normal, low-grade squamous intra-epithelial lesion (LSIL) and high-grade squamous intra-epithelial lesion (HSIL). The system consists of three stages. In the first stage, cervical cells are segmented using the  Moving K-means (MKM) clustering algorithm. In the second stage, the feature extraction process is performed.  In the third stage, the extracted data is classified using Multiple Adaptive Neuro Fuzzy Inference System(MANFIS). The empirical results show that the proposed method can achieve acceptable results.
Key words : MKM, modified SBRG, MANFIS
1.INTRODUCTION
			Cervical cancer is the 2nd most common female cancer in India. According to the key statistics in India, the annual number of cervical cancer cases are 1,22,844 and the annual number of cervical cancer deaths are 67,477 [1]. Cervical cancer forms in the tissues of the cervix. Cervical cancer is almost always caused by human papillomavirus (HPV) . The virus can damage cells in the cervix. The primary reason for the cervical cancer is lack of awareness of the disease and access to screening and health services. It is usually a slow-growing cancer that may not have symptoms but they can be found with regular screening. The screening procedure is the very first procedure to identify the abnormalities of the cervical cell. Papanicolau smear test or pap test and Liquid Based Cytology(LBC) is a well known screening method for detecting the abnormalities of the cervical cells. The patients will wait in a long queue for the screening procedure due to the limited number of experts. The cervical screening method is highly depend on the skill of the experts. Therefore, diagnosis may not be always in a consistent manner. To overcome these problems, computation tools have been developed for automated screening system.
2.PROPOSED SYSTEM:
       In the proposed system, the cervical screening is done by computer-aided screening system to produce more accurate and faster screening result. The screening procedure in the proposed system is based on the Artificial Intelligence (AI) tool. To automate both the Pap smear and the LBC classification based on AI, they are not only  used to  reduce the time  but also reduce the misclassification of sample due to eye fatigue or human error .The proposed system is able to categorize the cervical cells into three groups Normal , LSIL(Low Scale 2Intraepithelial Lesions) and HSIL(High Scale Intraepithelial Lesions).                                                                                                             
  Figure 1:Cervical Cancer Computer Vision System
3. DATA
		The pap smear data is collected from the benchmark data available online. 
4.METHODOLOGY
4.1 MOVING K-MEAN (MKM):
                      MKM clustering algorithm is used to segment the image into three regions; that is, nucleus, cytoplasm, and background. Thus, the number of clusters is set to three (𝑛𝑐 = 3). The MKM  clustering  algorithm is used to determine the  final centres of nucleus ‘CN’, cytoplasm ‘CC‘ and background ‘CB‘ in the cervical cell image. The Moving K-means clustering algorithm is the modified version of K-means. It introduces the concept of fitness to ensure that each cluster should have a significant number of members and final fitness values before the new position of cluster is calculated [5,6].
         Based on the euclidean distance concept, the threshold value, 𝛽𝑁𝐶 and 𝛽𝐶𝐵, is calculated based on
𝛽𝑁𝐶 = (𝐶 𝑁+𝐶 𝐶)/2                               (1)
𝛽𝐶B = (𝐶 C+𝐶 B)/2                               (2)
 where ‘𝛽𝑁𝐶‘ is the threshold value to differentiate the nucleus- cytoplasm area and ‘𝛽𝐶𝐵‘ `is the threshold value to differentiate the cytoplasm-background area.Image final center threshold values. The results of final centre and threshold values for normal, LSIL, and HSIL image are presented in Table 1.		
Table 1: Final centres and threshold values for normal, LSIL, and HSIL 
	
	𝐶 𝑁
	𝐶 𝐶
	𝐶𝐵
	𝛽 𝑁𝐶
	𝛽 𝐶𝐵

	Normal
	153
	190
	227
	171
	208

	LSIL
	161
	194
	234
	177
	214

	HSIL
	152
	187
	235
	169
	211



4.2 MODIFIED SEED BASED REGION GROWING ALGORITHM(MSBRG)
In medical field, region growing algorithm has successfully been used as segmentation technique of medical images. The Seed Based Region Growing Features Extraction Algorithm will utilize the potential use of thresholding the region growing algorithm as features extraction technique. The algorithm is used to segment the cervical cell image into three main regions : nucleus, cytoplasm, and background. Simultaneously, all the features needed from the image are extracted. The features are size, average grey level value, and perimeter for both the nucleus and cytoplasm, respectively [7].The results shown in Figure 1 proved that the modified SBRG algorithm has successfully segmented the cervical cell images.
[image: D:\Dharani\VI Sem\Program\martin2003\Matlab feature extraction\severe_dysplastic\149056321-149056343-001.BMP]Figure 1: (a) Segmentation Result of Cervical cell for normal, (b) LSIL, and (c) HSIL.
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Table 2: Features extracted from normal, LSIL, and HSIL.
	
Image

	
Cells
	 Size(pixels2)
	Features Perimeter (pixels)
	Gray 
Level(0-255)

	Normal

	Nucleus
	337
	89
	145.875

	
	Cytoplasm
	8859
	1282
	187.512

	LSIL

	Nucleus
	1155
	307
	160.565

	
	Cytoplasm
	6239
	550
	186.131

	HSIL

	Nucleus
	1327
	320
	151.455

	
	Cytoplasm
	3675
	373
	173.084



4.3 MANFIS classification
    ANFIS is a hybrid learning procedure which constructs an input–output mapping based on fuzzy if–then rules with ap- propriate member functions to generate the stipulated input– output pairs [8]. However, A multioutput model can be designed by connecting few single output models.Thus, a Multiple Adaptive Neuro-Fuzzy Inference System (MANFIS) is proposed in the presented study. The MANFIS contains a number of ANFIS models which are arranged in parallel combination to produce a model with multiple outputs. A hybrid learning algorithm which combines least squares estimation and back propagation is used for membership function parameter estimation. The advantage of hybrid method is that it uses back propagation for parameter associated with input membership function and least square estimation for parameters associated with output membership. A total of 500 single cell images have been used in the classification process (376 normal, 79 LSIL, and 45 HSIL), where 80% of the cells (400 images) have been used for training and 20% of the cells (100 images) have been used for the MANFIS testing. Based on the analysis method which is proposed by Hoang [9], the fivefold analysis method is chosen. The accuracy percentage of each class is calculated by dividing the summation of the predicted number of cells over the summation of the original number of samples in each class in all folds[10]. 

5.RESULT AND DISCUSSION
	                The results that have been yielded by the MANFIS in each fold are illustrated in Table 4. The table presents the number of predicted samples for each category of cell class (i.e., the normal, LSIL, and HSIL). The normal cells attain highest accuracy (97.3%) as compared to the LSIL (92.6%) and HSIL (93.7%) because the HSIL is almost similar to the LSIL.[11]

Accuracy =[ Number of correctly classified samples/ Total cell samples]∗ 100%             (3)

 The average accuracy is measured based upon (3), and the produced results for overallclassificationprocessare96.3% and 94.2% for training and testing phases, respectively. Thus, with the high accuracy obtained from the classification process, the system is con- cluded to be reliable and suitable to be applied for cervical cancer classification.
Table 4: The predicted number of the cervical cell images classes for the fivefold method and the accuracy produced for each category and the overall accuracy of the training and test phases.

	
	Traing
	Testing
	Accuracy

	
	Normal
	LSIL
	HSIL
	Normal
	LSIL
	HSIL
	Acc.train
	Acc.test

	FOLD1
	294
	62
	35
	73
	13
	8
	97.8
	94.0

	FOLD2
	304
	56
	25
	61
	15
	16
	96.3
	92.0

	FOLD3
	298
	51
	32
	65
	20
	10
	95.3
	95.0

	FOLD4
	306
	48
	29
	54
	26
	13
	95.8
	93.0

	FOLD5
	300
	59
	27
	66
	16
	15
	96.5
	97.0

	Avg.acc
	97.3
	92.6
	93.7
	94.9
	92.8
	92.5
	96.3
	94.2


 		
6.CONCLUSION
   An intelligent computer vision system has been developed for the classification of cervical cancer based on its morphological cell characteristics. The developed system is able to categorize the cervical cells into three groups, namely, normal, LSIL, and HSIL. The system consists of MKM algorithm ,modified SBRG algorithm and MANFIS classifier. The moving 𝑘-mean algorithm to find the threshold value to differentiate nucleus, cytoplasm, and background area of the cervical cell image. Segmentation and features extraction are then executed using modified SBRG technique. The SBRG algorithm is capable to extract 6 features from the images (size, perimeter, and average grey level for both nucleus and cytoplasm). Finally, the features are used as inputs to the MANFIS for classification of the type of cervical cells. The training accuracy produced by MANFIS and the testing accuracy was based on the fivefold analysis method.The system is proven to be very efficient and also helpful to be used by medical lab technicians and biologists.
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Abstract - The Learning automata for the vehicular environment is a major challenge in networks.  This network may be group together to form a cluster for information sharing and message passing. The techniques such as route discovery, traffic splitting, congestion adaptively, multipath minimization and failure discovery have been adopted to overcome the limitations. In this paper a survey of learning automata for the vehicular environment proposed by Sudip Misra was studied and the performance are analysed.
INTRODUCTION
A network is a set of devices (often referred to as nodes) connected by communication links. A node can be a computer, printer, or any other device capable of sending and receiving data generated by other nodes on the network.  The three primary network categories are Local Area Network (LAN), Metropolitan area Network (MAN), Wide Area Network (WAN). The category into which a network fall is determined by its size, ownership, the distance it covers and its physical architecture. A LAN is usually privately owned and links the devices in a single office, building or campus. A LAN can be as simple two PCs or it can extend throughout a company. LAN size is limited to a few kilometers.. It is designed to allow resources (hardware, software or data) to be shared between PCs or workstations. LAN may provide an access to remote organizations through a router connected to a MAN or WAN. 
The size of LAN may be determined by the licensing restrictions on the number per copy of software or the number of users licensed to access the operating system. It also differentiated from other types of networks by transmission media and topology.  LAN uses only one type of transmission medium. The common LAN topologies are bus, ring, and star. LAN have data rates in the 4 to 10 megabits per second.LAN can reach 100Mbps with gigabit systems in development. Intermediate nodes (i.e. repeaters, bridges and switches) allows LANs to be connected together to form larger LANs. A LAN may also be connected to another LAN or to WANs and MANs using a “router”.  A MAN is designed to extend over an entire city. It May be a single network such as cable TV network. It may be a means of connecting a number of LANs into a larger network. The resources may be shared LAN to LAN as well as device to device.   A MAN can be owned by a private company or it may be a service provided by a public company, such as local telephone company. Telephone companies provide a popular MAN service called Switched Multi-Megabit Data Service. A WAN provides longdistance transmission of data , voice , image, and video information over large geographic areas. It may comprise a country , continent or even the whole world. Transmission rates are typically  2Mbps, 34Mbps,  45Mbps, 155Mbps, 625Mbps. A WAN utilize public ,leased, or private communication equipment usually in combination and therefore span an unlimited number of miles. The WANs have mesh topologies. The network application such as; Email, Web, Instance messaging, Remote login, Multi-user network games, Streaming stored video clips, Internet telephone, Real time video conference ,Massive parallel computing, P2p file sharing.  The typical architecture involves, client-server, Peer to peer (P2P), Hybrid of client –server and P2P.The pure P2P architecture not always on the server. Peers are intermittently connected and change IP addresses. The P2P is highly scalable. But it is difficult to manage. The Hybrid of client – server represents Napster, Skype, Instant messaging. Networks uses at companies, business applications, home networking such as online shopping, ticket reservation, pay bill, E-learning, and recent developments regarding mobile users, and finish with social issues. Internet Transport protocol Service encompasses the Transmission Control protocol (TCP) , User Datagram Protocol (UDP). The TCP service is connection oriented. It is reliable, because it is connection oriented. It does not provide timing, minimum bandwidth guarantees. UDP is connectionless and unreliable. It does not provide connection setup, reliability, flow control, congestion control, timing, or bandwidth guarentees.The most important criteria for an effective and efficient network encompass the following; Performance, Reliability, Security. 
The performance of network depends on number of user, type of transmission medium, and the capabilities of the connected hardware and the efficient of the software. The reliability is measured by frequency of failure, the time it takes a link to recover from the failure and the network’s robustness in a catastrope. The security issues include protecting data from unauthorized access and viruses. The network layer is responsible for the source to destination delivery of packet across multiple network links. The specific responsibilities of network layer include the Logical addressing, and routing. Communication network is a facility that provides a data transfer service among devices attached to the network. Internet is a collection of communication networks interconnected by bridges and/or routers.
VANET raises several interesting issues with regard to Media management, Data aggregation, Data validation, Data dissemination, Congestion, Performance analysis, Privacy and Security [21]. Some parameters that have to be mainly concentrated in VANETs for  protocol design are extremely high mobility, restricted movements, fast topology changes and time varying vehicle traffic density. Mobility management: Since vehicles are highly mobile and change their point of network attachment frequently while accessing Internet services through gateways, it is advisable to have some mobility management schemes that take care of vehicle mobility and provide seamless communication. Mobility management has to meet the following requirements: seamless mobility (communication must be possible irrespective of vehicle position), low handoff latency, support IP V6 and scalable overheads. 
Data aggregation: The vehicles have to pass on the data sent by the neighbors to other neighbors of its coverage area. This increases the number of packets to be sent by a vehicle. Therefore, data aggregation techniques are applied to reduce such overheads. Data aggregation is an interesting approach, which reduces the number of packets transmitted drastically by combining several messages related to the same event into one aggregate message. For example, the records about two vehicles can be replaced by a single record with little error, if the vehicles are very close to each other and move with relatively the same speed.
Data validation: A vehicle may send the data it has observed directly (assuming that a vehicle always trusts the data it has gathered itself) to its neighbors. Sometimes malicious vehicles may send the incorrect information to confuse the users. In such situation data validation techniques must be applied before passing on the received information to other nodes.
Data dissemination: Data dissemination can be defined as broadcasting information about itself and the other vehicles it knows about. Each time a vehicle receives information broadcasted by another vehicle, it updates its stored information accordingly, and defers forwarding the information to the next broadcast period, at which time it broadcasts its updated information. The dissemination mechanism should be scalable, since the number of broadcast messages is limited, and they do not flood the network. VANET characteristics like high-speed node movement, frequent topology change, and short connection lifetime especially with multi-hop paths needs some typical data dissemination models for VANETs.
Routing: Since the topology of the network is constantly changing, the issue of routing packets between any pair of nodes becomes a challenging task. Most protocols should be based on reactive routing instead of proactive. Multicast routing is another challenge because the multicast tree is no longer static due to the random movement of nodes  within the network.
Network congestion: Congestion control in VANETs is a challenging issue. The Internet is based on an end-to-end paradigm, where the transport protocol (e.g. TCP) instances at the endpoints detect overload conditions at intermediate nodes. In case of congestion, the source reduces its data rate. However, in VANETs the topology changes within seconds and a congested node used for forwarding a few seconds ago might not be used at all at the point in time when the source reacts to the congestion.
V. LITERATURE SURVEY
N. Kumar  and  et.al proposed range communication among vehicles performed by dedicated short range communication. The resource from the nearest access point is termed as road side unit.
Tonguz and et.al proposed various application i.e. required reliable transmission, minimum end to end delay and scalability.
A .Gelmanand et.al proposed the conditional probability based on the Bayes Theorem. 
S .Misra and et.al proposed decision making machine capabilities of improvement by learning from an environment.
J. H. Park and et.al  proposed cluster among the vehicles, adaptive learning mechanism.
J. Kim and et.al proposed the proposed the challenging design to an effective solution within the constraint of high packet delivery ratio.
M. Lee and et.al proposed ,Uses only distance  parameter for creating spanning tree that may lack sufficient energy for transmitting data.
Z. Eskandari and et.al proposed, updating node automata   occurs locally that does not need sending and receiving a bulk volume of routing packets at the beginning of each period.
M. Esnaashari, and et.al proposed , to decrease overhead of confirmation messages, the messages are sent after transmission of every several data units.
M. Lee and et.al proposed, spanning tree algorithm is used for energy aware routing in which the node with highest remaining energy as root and other nodes as father based on remaining energy for creating  connection for other nodes are selected.
M. R. meybodi and K .S Narendra et.al proposed,  Learning automata[13,14] is a machine that is able to do a limited number of actions. Each selected action is evaluated by a probability environment and the result is given to automata inthe form of a positive or negative signal to affect automata in selection of next action. The final goal is for automata to learn to select the best action from among its actions. The best action is one that maximizes the probability of receiving reward from environment.
V. Pham and et.al proposed , Mobile agent is an itinerant agent consisting of program, data and execution state information,migrates from one host to another host in a heterogeneous network and executes at a remotehost until it completes a given task
C. Jennifer, and et.al proposed, two special properties: mandatory and orthogonal which make them differentfrom the standard programs. Mandatory properties are: autonomy, reactive, proactive andtemporally continuous. The orthogonal properties are: communicative, mobile, learning andbelievable
S. S. Manvi, and et.al proposed, recent developments, agent technology ismaking its way as a new paradigm in the areas of artificial intelligence and computing whichfacilitates sophisticated software development with features like flexibility, scalability andCBSE requirements.
 Rana Rahim  and et.al proposed , A priority-scheduling scheme to increase the Quality of Service in VANETs.
Sayadi Mohammad Javad and  et.al proposed , sophisticated software development with features like flexibility, scalability and CBSE requirements.
M. S. Kakkasageri and et.al proposed,  two special properties: mandatory and orthogonal which make them different from the standard programs. Mandatory properties are: autonomy, reactive, proactive and temporally continuous. The orthogonal properties are: communicative, mobile, learning and believable.
VI. THEORY
Improve energy efficiency routing in wsn by using automata, a Wireless sensor network includes sensor nodes that are distributed in a geographical region to show physical phenomena like temperature, vibrations, earthquake, etc[1,2]. Placement of nodes in improper places and difficulty in changing or recharging batteries has made researchers to do investigations on reduction of energy consumption [3]. Experiments show that transmission of data takes more energy compared with processing data [4,5].
Learning Automata with an environment describes how networks of LA interact with an environment. The LA takes input parameters after getting feedback from a stochastic environment to produce an output.  It is an adaptive learning technique with a decision making machine capable of improvement by learning from an environment. The LA can choose the optimal action from a finite set of allowed action through repeated interactions.
[image: ]

Figure 1:LEARNING AUTOMATA
Where, Action is total inputs,  Response  is total outputs. Learning Automata is a machine that is able to do a limited number of actions. Each selected action is evaluated by a probability environment and the result is given to automata in the form of a positive or negative signal to affect automata in selection of next action. The final goal is for automata to learn to select the best action from among its actions. The best action is one that maximizes the probability of receiving reward from environment. Function of learning automata in interaction with environment.
An automation is an object that perform its task according to predefined rules and strategies. Multiple LA collaborate and share their data with one another and also interact with an environment to produce an output. LA also updates their action probability vectors.
The environment is the place where an automaton performs its task and executes the learning algorithm. It continuously interacts with the environment, and in return the environment gives its feedback for action taken by an automaton. During this process, it also updates its action probability vector, which may be used by it to take subsequent actions.
Assume that the LA are deployed on the vehicles and act as players in the coalition game. The coalitions among the players of the game are formulated based on their payoff function (PF), which each player gets after performing some action in the environment in which it operates. As the environment is highly dynamic in nature, a coalition needs to be built in such a manner that it remains stable for some duration for performing various activities by the player in the game.There is a requirement for an efficient mechanism to overcome the difficulties in transferring the message to their final destination with an increase in velocity and link instability rates. 
Each player in the game performs a finite number of actions. For each action performed by the player, it may get a reward or a penalty. For each action performed by an automaton, it may get a reward or a penalty from the environment, and accordingly it updates its action probability vector. After a finite number of iterations, the solution converges to a finite value, which is a marker for the optimal value of the solution.
The proposed scheme is evaluated in different network environment by varying different parameters. Ratio of successful transmissions: the number of successful transmission to the total number of transmission.Transmission overhead: the number  of extra message generated during the computation.E2ED: the total delay that occur for a packet to reach a destination from the source.
In Learning Automata-based opportunistic data aggregation and forwarding scheme for alert generation in vehicular ad hoc networks, due to the highly mobile and continuously changing topology, the major problem in Vehicular Ad Hoc Networks (VANETs) is how and where the collected information is to be transmitted. An intelligent approach can adaptively selects the next hop for data forwarding and aggregation from the other nodes in the networks. But due to high velocity and constant topological changes, it is a challenging task to meet addresses the above issues. Learning Automata-based Opportunistic Data Aggregation and Forwarding (LAODAF) scheme for alert generation in VANETs. Learning automata (LA) operate separately which are deployed to the nearest Road Side Units (RSUs) to collect and forward the data from respective regions along with alert generation. Once data is aggregated, LA adaptively selects the destination for data transfer, based on the newly defined metric known as Opportunistic Aggregation and Forwarding (OAF).
The intelligent information dissemination in VANETS, Network environment used in the analysis of scheme for critical information gathering and dissemination in VANETs a VANET in which N numbers of vehicles are separated by the safety distance (between consecutive vehicles)  VANET is purely based on vehicle-to-vehicle (V2V) architecture, where both the collection and the restitution of information are done within the VANET.  Assume that vehicles move in an urban road scenario . All vehicles are equipped with General Positioning Systems (GPS) and on-board communication devices for communication.. Each vehicle is loaded with location digital map and is concerned about road information ahead of it on its direction. 
The cognitive agency proposed agent framework for critical information gathering and dissemination is based on push-pull concept. For critical events, proposed scheme takes appropriate decisions (push or pull) as and when required. Using push approach, this can efficiently use bandwidth by broadcasting only the critical events that are detected (like accidents, heavy rain, fog, etc.) to the vehicles in VANET. In pull approach, noncritical applications (like road conditions, vehicle speed, etc.,) can be stored within vehicle itself. Mobile agents are Critical Information Push Agent (CIPSA) and Critical Information Pull Agent (CIPLA).
At the beginning of the simulation, vehicles are uniformly distributed in lanes. This setting holds under assumption that there is a free flow movement of vehicles, i.e. do not account for congestion that may arise in roads. It is assumed that all vehicles are equipped with a Communication device and knows start position, start time of vehicle, route that it selects, and speed at which it travels.

CONCLUSION
The literature survey states that the VANETs, is used to increase the reliability of message dissemination of vehicles have been used in many engineering applications. In order to increase lifetime of these networks and to reduce energy  for nodes routing with automata has been used, which is supported by local update. Sudip Misra derived an algorithm to increase Network lifetime and number of active nodes. This has been proved by simulation. 
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ABSTRACT:
Wireless sensor networks formed by hundreds and thousands of nodes which sense the surroundings environment such as temperature, humidity, light, sound, vibration, etc. The cluster-based routing is the best ways to decrease energy consumption by reduce the number of transmitted messages to the sink node. The main work of cluster head is to provide data communication between sensor nodes and the base station efficiently. So the cluster head must have more energy compared to other nodes. LEACH is the popular cluster-based routing protocol, which provide cluster generation and cluster header rotation. It assumes a direct communication between sensor nodes and a sink node. We propose a new energy-efficient cluster-based routing protocol to overcome this problem by select cluster head using generated representative path with multi-hop routing protocol. Based on a message success rate, communication cost, maximum connectivity and a representative path, the life time of network can be prolonged.

INTRODUCTION:
The Wireless Sensor Networks (WSNs) is constructed by thousands of nodes with limited energy. The large part of the research in WSNs focuses to provide routing protocol with efficiency in energy. The energy drained from the sensor nodes occurs during the nodes communicate with each other wirelessly.. Therefore, most of the routing protocols in WSNs aim are the power conservation. Wireless Sensor Networks consist of small nodes with sensing, communication capabilities. Wireless network are highly dependent on specific application and are constrained by energy, storage capacity and power. Energy is important consideration to increase the lifetime of networks. The sensor networks routing protocols are responsible for maintaining the routs in the network. There are three main categories of routing protocols on the basis of network structure is  Flat, Hierarchical and location based routing protocols. In location based routing protocols, it uses the location details to route the data from sensor nodes to base station. To avoid the flooding in the whole network it enables the directional transmission. Location details used to compute the distance between the nodes. So we can estimate the energy consumption.
Hierarchical Protocols or Clustering protocols is the efficient way to reduce the energy consumption that used by the sensor nodes to send the data from sensor node to base station. Hierarchical routing is to efficiently keep the energy consumption of network. This provides optimization capabilities at the cluster heads at inherently. A network may consist of several clusters. Each cluster is managed by a node is called cluster head, which is responsible for collect the  data from the member nodes of its cluster and forward the data’s to the base station.

Sensor networks are a type of tool for monitor the physical world. The battery powered nodes of wireless sensor network sense the surrounding environment. A WSN consist large number of nodes with low cost, low powers and different functionality. Wireless sensor network used in the, traffic, industry, military, environmental protection and many other fields. The sensor nodes use the shortest distance to route the sensed data in the wireless medium. The sensor nodes may fail during the communication due to the lack of energy. So the routing protocols must have the energy saving requirements.
The goal of routing protocols is enhance lifetime of network and the reliability of WSNs. The challenge of routing protocols is reduce the overhead of communication for transmitting data by determining an optimal representative path.
	A fashionable cluster-based protocol is LEACH randomly selects a node as cluster header, and the cluster head forms the clusters by using send a cluster join message. The sensor node forwards its sensed data to cluster head, and the cluster head delivers the data to the sink node which is come from the sensor node. There are many protocols which is come from the improvement in the LEACH protocol is used to increase the energy efficiency. But these protocols have some draw backs. First the assumption of all sensor nodes transmits the data to the sink node with sufficient energy and the network capability. This assumption is inappropriate for large regions networks. Second the cluster headers are selected by randomly at leach is not uniformly distributed to the sensor nodes of network. So the sensor nodes may fail to finds the current cluster head within its communication range. This situation leads to increase the rounds of communication.
In this paper, we propose a cluster based energy-efficient routing protocol based on maximum connectivity of nodes. First the sink node sends flooding messages to each sensor node. If the sensor nodes receive the flooding message, it searches the neighbor nodes and forwards the flood message to its neighbors.  The message success rate for the sensor node is calculated by using the ratio of number message received and number of send. The nodes which is having high message success rate selected to construct the representative path. The sink node selects cluster head from the constructed representative path. 

RELATED WORK:
A Energy-Efficient Clustering Routing Algorithm Based on Distance and Residual Energy[1] for Wireless Sensor Networks by Zhu Yong, Qing Pei on 2012 focus the problem of limited energy of sensors in Wireless Sensor Network, based on the distance-energy cluster structure algorithm (DECSA) considering both the distance and residual energy of nodes, which improves the process of cluster head election and the process of data transmission. It reduces the effect on the energy consumption of the cluster head, and avoids the direct communication between the base station and cluster head. It has a better performance than the original LEACH protocol.  LEACH protocol can save more energy than the plane multi-hop routing protocols and the static network clustering algorithm. But the LEACH protocol does not take into account the location of nodes, which has induces a bad distribution uniformity of clusters. And it does not consider the residual energy of nodes, which leads to the early death of some nodes and the overall invalidity of the network. DECSA is considering both the distance and residual energy of nodes. It improves the process of cluster head selecting and the process of cluster forming. It reduces the adverse effect on the energy consumption of the cluster head, resulting from the non-uniform distribution of nodes in network and avoided the direct communication between the Base Sensor and cluster head.
 An Energy-efficient Clustering Algorithm in Wireless Sensor Networks with Multiple Sinks[2] by Zhanyang Xu1,2, Yue Yin1, Jin Wang1 and Jeong-Uk Kim3  proposes an Energy-efficient Multi-sink Clustering Algorithm (EMCA) for wireless sensor networks. This algorithm consumes less energy and gives the longer life time to the network than LEACH. The sensor nodes suffered by limited range for communication, weak capability of computing, storage, limited battery and data processing. If the one sink node fails, the collected data by the node can no longer be transmitted to the user. This situation leads to the failure of the entire network. The routing algorithm mainly aims on the shortest path with minimum hop count. The selected path may include the nodes with less residual energy and for data transmission. So the maximum lifetime of network cannot be assured. The nodes which are closer to the sink have more data to relay. So those nodes have to spend more energy than the remote nodes. This situation leads to the unevenness of energy consumption. It will critically affect the lifetime of the entire network. The Multi-sink communications allows the sensor nodes to choose different Base station according to their own wish. It can reduce the communication distance between sensor nodes and base station. A multi-sink node has stability, dispersion and robustness. The total network of energy consumption is impartial and extends the life time of the   total network.
Enhancing Nodes Lifetime Optimum Protocol for Dissemination of Information in WSN [3] by M. Gholami, A. Panahi on 2014 proposes the PNEL algorithm. PENL is select the anchor node which is close to sources and have the large number of adjacent nodes. So it can able to collect data as quickly from the adjacent nodes. The level of energy is maintained to the above of some threshold to able to handle a bulk amount of data. The data-centric method is proposed for routing data from sensor node to base station in networks is directed diffusion. But directed diffusion uses the local data of nodes in routing packets. This algorithm solves this drawback. PENL protocol enhances the routing in WSNs. The protocol is used to enlarge the efficiency of the earlier used protocols with energy consumption by decrease the routing load and balancing loads of nodes. PENL outperforms than MECH of energy consumption, packet loss rate and routing overload. 
LMEEC: Layered Multi-Hop Energy Efficient Cluster-based Routing Protocol for Wireless Sensor Networks [4] by Manel Khelifi, Assia Djabelkhir provide flexibility of  data routing through the  wireless sensor networks, LMEEC initiate the layered scheme for the sensor nodes of networks according to the hop count of  each nodes take to reach the base station. So it achieves high energy efficiency and increase the scalability of sensor nodes in the networks. First the nodes grouped into different cluster formation. This technique ensures the distribution of workload of the sensor nodes by separate the clusters into unequal size. The cluster heads can communicate the collected data from the sensor node to the base station. The cluster-heads based on the weight of the nodes. The weight of the node is calculated. So the number of cluster-heads increases to reach the base station. So the clusters away from the base station will have lesser sizes. The routing protocols designed to small and medium size of wireless sensor network and provide good performance. If the number of nodes increases, then the traffic control dominates the real communication. This situation will leads to higher latency and the outburst of routing tables. To solve this drawback of routing protocols, the protocol allows reducing the number of communication messages in the network. So the protocol can reduce the energy consumption. If the size of the network increases, then the communication of data from the sensor node to the base station using single-hop is impossible. To solve this drawback, the LMEEC protocol uses the new multi-hop communication which provides the new way to reduce the sensor nodes energy consumption. LMEEC consumes less energy than LEACH. This confirms the efficiency of load distribution by taking the energy constraint in the selection of cluster-heads and the clusters formation techniques. So the LMEEC can strongly increase the lifetime of the network than LEACH.
Energy-Efficient FireMonitoring over Cluster-Based Wireless Sensor Networks [5] by Young-guk Ha, Heemin Kim, and Yung-cheol Byun proposes EFMP (Energy-efficient Fire monitoring Protocol), which is the fire monitoring protocol on the cluster-based wireless sensor networks. And also it increase the energy efficiency of cluster-based wireless sensor networks for fire monitoring, EFMP protocol reduces the number of communication messages of fire data from the cluster heads to the base station. It dynamically creates the sensor network with cluster hierarchy for the fire circulation on the wireless sensor network clusters. In SPIN, the main drawback is high consumption of battery power by number of communication messages from networks. It requires many nodes. In fire monitoring system environments, the sensors are connected by cluster based hierarchy. In LEACH, One node acts as a cluster head. LEACH may waste a lot of energy. Because the cluster head operate independently in the fire monitoring system with large number of sensor nodes in the networks. EFMP protocol designed to the system layer and the protocol layer. The system layer consist the sensor node, operating system and hardware, and the protocol layer consist of MAC (Medium Access Control) protocol. It is responsible for communication on the sensors. The protocol layer uses cluster-based routing protocol like as LEACH on the MAC protocol. The EFMP protocol stack and enhance the energy efficiency by decrease the number of transmissions and dynamic hierarchical clustering. EFMP decrease the total energy consumption of the wireless sensor network by dynamically forming the multilayer cluster based routing protocols to the fire monitoring system and efficiently communicate the data on the cluster-based sensor network for fire monitoring.
Energy Efficient Routing in Wireless Sensor Networks Through Balanced Clustering by Stefanos A. Nikolidakis , Dionisis Kandris , Dimitrios D. Vergados  and Christos Douligeris proposes Equalized Cluster Head Election Routing protocol (ECHERP), which pursues energy conservation through balanced clustering. ECHERP models the network as a linear system and, using the Gaussian elimination algorithm, calculates the combinations of nodes that can be chosen as cluster heads in order to extend the network lifetime. The cluster head sends its data to the base station. This data transfer can be performed in two alternative ways. Either directly, in the case in which the cluster head is located close to the base station, or via intermediate cluster heads. In ECHERP, contrary to other existing cluster-based protocols that select a random node or the node with the higher energy at a particular time instance as the new cluster head, considers the current and the estimated future residual energy of the nodes, along with the number of rounds that can be cluster heads, in order to maximize the network lifetime. The network is modeled as a linear system, and the Gaussian elimination algorithm is used in order to calculate the combinations of nodes that can be chosen as cluster heads. The proposed protocol allows new nodes to be added to the system and automatically adjusts its behavior based on the dying nodes and the signal-to-noise interference. In addition, node mobility is also handled. Power-Efficient GAthering in Sensor Information Systems (PEGASIS) is an energy efficient protocol, which provides improvements over LEACH. The cluster head selection does not take into consideration neither the residual energy of the nodes nor the location of the base station. PEGASIS has better performance compared to LEACH , but the nodes are grouped into chains that cause redundant data transmissions. Threshold Sensitive Energy Efficient (TEEN) is a hierarchical protocol designed for sudden changes in the sensed environment. On the other hand, in large area networks and when the number of layers in the hierarchy is small, TEEN tends to consume considerable amounts of energy, because of long distance transmissions. Moreover, when the number of layers increases, the transmissions become shorter. ECHERP considers the current and the estimated future residual energy of the nodes, along with the number of rounds that can be cluster heads in order to maximize the network lifetime. ECHERP outperforms several previously proposed protocols, namely LEACH and PEGASIS.
Energy Efficient Scheme for Clustering Protocol Prolonging the Lifetime of Heterogeneous Wireless Sensor Networks [6] by Parul Saini , Ajay K Sharma proposed an energy efficient cluster based routing for heterogeneous wireless sensor networks. It modifies the threshold value of the node and decides that whether the node select as cluster head or not. It is called TDEEC (Threshold Distributed Energy Efficient Clustering) protocol. It selects the cluster heads among nodes with high energy to improve the energy efficiency and network lifetime. The drawbacks of TEEN and APTEEN protocols are complexity and overhead of clusters formation in implementing threshold-based process. It also has to dealing with attribute-based naming of queries. HEED is expanded to Hybrid Energy-Efficient Distributed clustering. It periodically selects the cluster heads based on the residual energy of node and node degree for connectivity. ALEACH is expanded to Advanced LEACH. It is a new mechanism to select the cluster heads for each and every round based on general probability and current state probability. In heterogeneous, every sensor node in the network independently selects as cluster head based on initial energy nodes. SDEEC is expanded to Stochastic Distributed Energy-Efficient Clustering. SDEEC introduces dynamic and balanced method to select the cluster head possibility is more efficient. It is performs better than the Stable Election Protocol (SEP). TDEEC is expanded to Threshold Distributed Energy Efficient Clustering algorithm. The main aim of the TDEEC is to increase the stability and energy efficiency of the heterogeneous wireless sensor networks. In heterogeneous environment TDEEC performs better than SEP and DEEC for wireless sensor networks.
An Energy-efficient Routing Protocol using Message Success Rate in Wireless Sensor Networks [7] by Min Yoon, Yong-Ki Kim. The existing LEACH cluster-based routing protocol has some drawbacks. First, the random selection of a cluster head is the main problem. It does not consider the energy distance of randomly selected cluster head. Secondly, it has the less reliability on data communication due to the limitation of communication range. Finally, the communication overhead is increased when constructing clusters. To solve these drawbacks, this paper proposes a new energy-efficient routing protocol using message success rate with optimal path. This protocol designed with new cluster head selection algorithm based on node connectivity, cluster merging and cluster splitting algorithms to construct the optimal clusters formation. It use message success rate to guarantee data communication with high reliability, it is the familiar measurement for data communication reliability to select the routing path. The information of neighbor node consideration is to reduce data communication overhead. 

3. AN ENERGY EFFICIENT ROUTING PROTOCOL
The cluster headers select by using leach protocol does not considers the node’s residual energy and distance from the sink node. The LEACH uses the direct connections between a cluster header and a sink node. It limits the size of network. These are all the drawbacks of leach protocol. This approach is inappropriate for cluster based energy efficient routing protocol.  The algorithm is needed to consider the distance to the sink node and the connectivity of nodes with neighbor nodes. We propose a maximum connectivity based energy efficient routing protocol by using the message success rate and the constructed representative path. To construct the representative path, we use the message success rate of each sensor node. The sink node selects cluster headers from the constructed representative path. Hence the burden of network reconfiguration and the routing from the sensor nodes can be seriously reduced. The nodes, who is having high connectivity should become a cluster head. It will lead to increase the life time of network. This routing protocol consists of four parts.
3.1 Network Information Table Generation:
In this module, the network information table generated for every node using message flooding technique. 
Messgae Flooding Techninque:
A sink node broadcasts flooding messages periodically based on the duration of message flooding. If a node receives the flooding message, the sensor node updates its node information into the sink node. The protocol calculates the message success rate by using the number of    message received and number of message send to the particular node. For initial data transmission to the sink node, a sensor node selects a parent node which node having the highest MSR among its neighboring nodes from the previous hop. So this protocol can reduce data loss due to the limited communication range of sensor nodes. The sink node updates the network information table of each node according to the sensor node updating. The Message success rate is calculated by using the following formulae
MSR-(Message Success Rate)
· Calculate MSR by using the following formulae 
						(1)
Where
Packets Expected means the maximum number of flooding data packets 
Packets Received means the number of messages from the node. 

Packets Expected   calculated by dividing the message duration 𝑡 with a predefined time interval between queries. Packets Received calculated by the algorithm counts the number of received messages


In Algorithm1 first the sink node floods the message to one hop neighbor of sensor nodes Si. If the sensor nodes receive the flood message, analyze the hop count of receive flood message and current hop count. If the received hop count less than the current hop count then the sensor nodes update the network information which includes Si(Id, hop count, neighbor count, distance, MSR) on the sink node via parent node and add count one with received hop count the and flood the message to its neighbours.  Then the sink node update network information table for the whole sensor nodes Si.
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Fig 1(a): direct communication 	
Fig 1(b):multi-hop communication
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Fig 3.1 Nodes with MSR

The figure 3.1 explains the node deployment. The dashed line separate the node by hop count wise and the plain line between the nodes with some value denotes the Message Success Rate of nodes
algorithm 1
message flooding()
{ Tf= threshold time;
Si = sensor nodes;
While(time<Tf)
Sinknode()

{ Flood message to 1 hop Si;

Receive netinfo(Si)
Update netwotkInformationTable(Si)
}
Sensornode()
{ If(time<Tf && recv-hop-cnt<current-hop-cnt )
then{
recv-hop-cnt= recv-hop-cnt+1;
Si flood message to 1 hop Si;       
}  Else
Drop the flood message;
} }
The above algorithm has two parts sensor node part and sink node part. First sink node periodically broadcasts a flooding message for maintaining its network information table up to date. If the sensor nodes receive message with net information signal then each sensor node updates its node information by exchanging flooding messages  When message flooding is over, our protocol calculates message success rate and find hop count, parent node, child node and neighbor nodes for every sensor node. All sensor nodes send their node information to the sink node through the parent nodes.. 
NodeID 					ID of a node
HopCount 					Minimum number of links from a node to a sink node
NeighborCount 				Number of neighbor nodes
Neighbor nodes(ID,MSR)			Information of neighbor nodes including ID and SPDR
Distance					distance between sink and sensor node
Table1:Network information table
3.2 Representative Path Construction: 
The sink node constructs representative paths (RPs). The representative path is the set of nodes, which is selected from each hop based on nodes connectivity. The node selected from each hop called an anchor node. It has better connectivity than its neighboring nodes. 
There are 𝑘 number of neighboring nodes in the ℎth hop (1 ≤ ℎ ≤ 𝑚) = {𝑁h1,𝑁h2, . . . , 𝑁h𝑘}.Anchor node (ANh) in the 1st hop = {𝑁1𝑖 | ∀𝑗, Connectivity (𝑁1𝑖) ≥ Connectivity (𝑁1𝑗), where 𝑖, 𝑗 are the integer, 𝑖 ≠ 𝑗, 𝑖 ≤ 𝑘, and 𝑗 ≤ 𝑘}.The  representative path (RP)  constructed using the selected anchor nodes {AN1,AN2, . . . ,ANm}.
 Our protocol measures the connectivity of nodes to construct a representative path by using the following formulae
Connectivity ( cnode , node (i))= *MSR( cnode  , node(i))+
*[neighbornodeMSR(node(i),node(j))]+ 	*childnodecount (node(i)) 				(2)

Where
𝑐node means a current node,
 node(𝑖) means a neighboring node 𝑖 of the current node, 
MSR means a message success rate (MSR) between the current node and node(𝑖),
NeighbornodeMSR means the MSR between node(𝑖) and node(𝑗), 
ChildnodeCount means the number of child nodes of node(𝑖),
𝛼, 𝛽, 𝛾 mean weights of node, where the sum of 𝛼, 𝛽, and 𝛾 is 1: 

Algorithm 2: To Make representative path 
Let maxHop: maximum hop counter
Sink node(NetInfo){
 If nodeID.HopCount == 1&&(MSR && connectivity > other node with hopcount 1)
 then Set node as AnchorNode;
 For each node in AnchorNode
 Set initial RPPath(𝑖) with selected nodes;
Construct RPPath;
If selected AnchorNode in other path;
Exclude node;
Select another node with satisfied condition;
Constract RPPath;

In algorithm for constructing a representative path, the sink node selects the node with the highest connectivity from the neighboring node with hop count one as anchor nodes. By expanding hop distance, it generates a representative path with the selected nodes. If the number of representative paths is more than two, then the algorithm checks that  the selected node is one of the member nodes of other representative paths. If the selected node is already present in the other representative path the algorithm excludes the node and reselects another node from other nodes which satisfy the condition. The algorithm is terminated when all the representative paths are constructed.
             The figure 3.2 explains the node deployment. The plain lines with red color represent the first representative path and the plain line with blue color represents the second representative path. The values between the nodes value denotes the connectivity of nodes. 
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Fig 3.2 Nodes with connectivity and Representative paths
                 
The node 2 and 3 is the neighbor nodes for sink these two nodes are selected as anchor nodes for construct the path. The node 6 has higher connectivity and MSR than its neighbors. So it is selected as next anchor nodes from the next hop similarly node 10,13,14 selected as anchor nodes for construct the  first path. The one node selected as cluster head from these anchors nodes on the path. The communication between the sensor nodes and sink node through this selected cluster head.
3.2.3.CLUSTER GENERATION
Select the cluster head from the representative path. This path contains the selected anchor nodes. The selected cluster head broadcasts a cluster-join message to every sensor node. If the sensor nodes receive the cluster join message then the sensor node calculates the communication cost . To minimizing the communication cost, minimize distances from cluster headers to their cluster members. The possible combinations of anchor nodes of representative paths calculated by using both the number of cluster headers and the number of representative paths, the sink node first calculates the possible combinations for selecting header nodes. The communication cost is calculated by using the formulae

Communication cost= distance between sensor node and nearest cluster head- 
distance between cluster head and sink node in the representative path.      		(3)

Algorithm 3: cluster generation
For each Path 𝑝 from NumPath{
If Communication cost < Minimum Communication cost then
 Minimum Communication cost = Communication cost;
 FindNNHead(ChooseHead, NetInfo)
 Combination(PathCnt, TotalHead, 𝑞){
 if (𝑟 == 0) then add array(𝑞);
 else{
 buf route[𝑟 − 1] = route[0][𝑛 − 1];
 combi(𝑛 − 1, 𝑟 − 1, 𝑞);
combi(𝑛 − 1, 𝑟, 𝑞);

In cluster generation algorithm, First, the sink node makes possible combinations by using the Network information table. Secondly, the communication cost for each combination is calculated.  Thirdly, the combination with the least cost is selected among them. Finally, the cluster headers broadcast the cluster-join messages to all the sensor nodes. If the sensor node receive cluster join message join to the cluster head according to the distance of current and previous cluster heads.

3.2.4. CLUSTER MANAGEMENT
Cluster head replacement is required to make longer network lifetime by evenly distributing energy load among sensor nodes. This protocol provides the technique for periodic header replacement and reconfiguration in a cluster to make longer network lifetime. If the current cluster head loss its energy due to the communication process, the cluster head send signal to the base station to replace the cluster and update the net information table.

Algorithm 4: cluster management
 ManageCluster(NetInfo){
 RoundCheck = CurrRound %/Header Update Interval
 If RoundCheck = 0 then {
 Header = ChangeHeader()
 If Energy of Header < Energy of Threshold then {
 Type of Message = ReConstruction of Routing Table
 MakeNetInfo(Message)
The algorithm periodically checks the estimated energy residue of header nodes. If there is a header node whose energy level is below the given threshold, the header node is replaced by another anchor node in the representative path. Then, a network modification message is sent to all the sensor nodes.
4. RESULTS AND ANALYSIS
we compare our energy efficient cluster based protocol with existing protocols LEACH, MR-LEACH LEACH-C, EDDEEC, DESCA, ECHERP and k-way in provisions of cluster head selection, mobility of nodes, multilevel hop support, cluster head rotation and GPS usage. The comparison results shows by using the table 2 content.  DESCA, ECHERP and K-Way do not support the mobility of nodes. It considers the network as static. ECHERP cannot support cluster head rotation when the head of cluster have low residual energy. It has to reconstruct the clusters. LEACH-C, K-Way provides energy efficient optimized algorithm than other protocols with the use of GPS.  
	PROTOCOL
	MOBILITY OF NODES
	CH SELECTION
	CH ROTATION
	SUPPORTING MULTILEVEL HOP
	USAGE OF GPS

	LEACH [7]
	Limited
	Random
	Yes
	No
	No

	LEACH-C [7]
	Limited
	Random
	Yes
	No
	Yes

	MR-LEACH [4]
	Limited
	Random
	Yes
	Yes
	No

	DESCA [8]
	No
	Distance and Energy
	Yes
	Yes
	No

	EDDEEC [8]
	Limited
	Random
	Yes
	No
	No

	K-Way [9]
	No
	Random
	Yes
	No
	Yes

	ECHERP [10]
	No
	Random
	No
	Yes
	No

	Our protocol
	Limited
	Connectivity
	Yes
	Yes
	No



Table 2: Protocol Comparison

	The performance of our protocol compare with LEACH MR-LEACH in our experiments. We ignore other protocols for the upcoming reasons. Because using GPS, the LEACH-C and K-Way are ignored. EDDEEC is ignored because it does not support multi-hop communication. DESCA and ECHERP excluded from our experiment because of it consider a network as static network.
Energy efficiency:
	The main objective of our scheme is to reduce the energy consumption to enhance the network lifetime. The energy spends for transmission consumed by the distance between receiver and sender. Fig 4.1 shows the life time network with LEACH MR-LEACH and our protocol. If the network has below 50 % active nodes then it cannot be effective. There is no active node in LEACH at rounds 100 and above. MR-LEACH has nearly and above 40% to 50% of active nodes at round 100.but our protocol has 80% and above active nodes at round 100 due to the use of shortest distance for communication. It will lead to enhance the life time of network. 
Reliability:
	To enhance the reliability of nodes we estimate the delivery rate for sensor nodes and average delivery rate for network. In LEACH and MR-LEACH, they had low ratio compare to our protocol. Because our protocol use the message success rate for enhance the reliability.
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Fig 4.1 Energy Efficieny
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Fig 4.1 Reliability

Deployments:
 This scheme use different approach for deployments such as uniform, skew and random deployments. In random deployments the sensor node reaches the base station with minimum hop count compare to other deployments. Fig 4.3 establishs the deployments of sensor nodes with hop count. 
[image: ]
Fig 4.1 deployments

CONCLUSION:
This paper proposed maximum connected dominated set based energy efficient routing protocol for wireless sensor network. The representative path is estimated to select a node as cluster head. To provide reliable communication we estimate the message success rate for sensor nodes. The node who is having high connectivity in the representative path select as head of cluster. Because of this, the burden of network greatly reduced. The network simulation performance analysis shows that our protocol out performance than MR-LEACH and LEACH.
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ABSTRACT 
This paper presents about Non Technical loss (NTL) in power utilities and it describes how to handle. Non-technical loss has been an influential factor on the benefits of electric power utilities. At the same time, with distribute generation extensively installed, the consumption patterns having many similarities between dishonest users and normal users. Non Technical Loss may be theft of electricity, illegal connection, fault metering and billing error. Improving the reliability of NTL detection algorithm becomes particularly important. Data mining techniques are used to detect the Non Technical Loss using classification algorithm. The implementation of a intelligent computational tool to identify the non-technical losses and to select its most close feature, considering information from the database with consumers profiles. 
Index Terms—Multilayer perceptron, Data mining, Non-Technical loss.

   I.INTRODUCTION
The losses of electric power are constituted by the difference between the generated or bought energy and the billed ones, and can be divided into two distinct types: technical and nontechnical losses. The former are related with problems in the system through the physical characteristics of the equipment, that is, the technical losses are the energy lost in the transport, the transformation and the equipment of measurement, becoming a very high cost to the electric power companies[2]. The non-technical losses are those associated with the commercialization of the supplied energy to the user and refer to the delivered and not billed energy,  a loss in the profits. They are also defined as the difference between the total losses and the technical losses, being strongly related to illegal connections in the distribution system[5].

In recent years, the problem of detecting non-technical losses in distribution systems has been paramount. Theft and adulteration of power meters, with the purpose to modify the measurement of the energy consumption, are the main causes that lead to non-technical losses in power companies . Since that to perform periodic inspections to minimize such frauds may be very expensive, it is a hard task to calculate or measure the amount of losses, and in most part of the cases it is almost impossible to know where they occur[5]. Aimed at reducing fraud and energy theft, several electric power companies have been concerned that the illegal connections should be better profiled. The minimization of such losses may guarantee investments in energy quality programs, as well as it may enable a reduction in its price to the consumer[7]. Currently, some advances in this area can be observed with the use of various artificial intelligence techniques in order to automatically identify non-technical losses, which is a real application in Smart Grids. Despite the widespread use of machine learning techniques for the identification of non-technical losses in power systems , the problem of selecting the most representative features has not been widely discussed in the context of nontechnical Losses[4]. 

In this sense, it is also believed that identifying the best characteristics that describe possible non-technical losses is as important as identifying such losses. In 2004, electricity theft in India was roughly US$4.5 billion and 1.5 percent of GDP. The case of India differs in many aspects from the case in Jamaica[5]. Electricity theft in India is primarily political and has its roots in the agrarian sector of the society. State Electricity Boards (SEB) have grown increasing negligent of the problem and stealing electricity has almost become a way of life for some. In Andhra Pradesh, they showed that although they have an SEB, they could still reduce the volume of electricity theft in their region. Prior to the mechanisms employed, the implications of electricity theft were great. Subsidies to the electricity sector imposed on budgetary allowances to other just as needy sectors. The subsequent strategy targeting electricity theft had a four prong approach[5]. This approach dealt with strengthening the law and enhancing enforcement of it; there was also an effort to identify the corruption involved within the utilities and a better management control and customer service system for the utility company.

A. TECHNICAL LOSSES

I. Copper losses those are due to I2 R losses that are inherent in all inductors because of the finite resistance of conductors[6].
II. Dielectric losses that are losses that result from the heating effect on the dielectric material between conductors
III. Induction and radiation losses that are produced by the electromagnetic fields surrounding conductors.
IV. Technical losses are possible to compute and control, provided the power system in question consists of known quantities of loads[6]. The following are the causes of technical losses:
V. Harmonics distortion
VI. Improper earthing at consumer end
VII. Long single phase lines
VIII. Unbalanced loading
IX. Losses due to overloading and low voltage
X. Losses due to poor standard of equipments.

B. NON-TECHNICAL LOSSES:

I. Tampering with meters to ensure the meter recorded a lower consumption reading
II. Errors in technical losses computation[6].
III. Tapping (hooking) on LT lines
IV. Arranging false readings by bribing meter readers
V. Stealing by bypassing the meter or otherwise making illegal connections
VI. By just ignoring unpaid bills
VII. (vii)Faulty energy meters or un-metered supply
VIII. Errors and delay in meter reading and billing
IX. Non-payment by customers[6].

     II.METHODOLOGY

The computer used for testing is a Dell PowerEdge 840 workstation with Windows XP, a 2.40 GHz Intel Quad-core Xeon X3320 Processor with 4 GB of RAM. In our work WEKA tool has been used. WEKA aims aggregating algorithms from different approaches or paradigms in the subfield of artificial intelligence dedicated to the study of learning by machines . This work uses WEKA to identify and to select features because the implementation and manipulation of intelligent techniques are simple and fast.

A.DATA COLLECTION 

The data collection for this research study was performed two times. In the first data collection phase, historical customer billing and consumption data was collected for training[1], i.e., to make the intelligent system learn, memorize and differentiate between normal and suspicious consumption patterns. In the second data collection phase, similar data was collected as in the first stage, but this data was used for testing the fraud detection system, i.e., to detect and identify suspicious customers[1]. 

Two types of customer data were collected, which are:
(i) Enhanced Customer Information Billing System (e-CIBS) data 
(ii) High Risk Data.


B.CUSTOMER FILTERING AND SELECTION
As the e-CIBS data is in raw format, therefore, in order to extract relevant and useful information, only customers with complete and useful data were selected from UCI repository, for the MLP[3] model Development. Since, the data acquired is in the form of a database, therefore data mining techniques using the Structured Query Language (SQL) were applied to satisfy the four criteria, as follows:
1. Remove repeating customers in the monthly data.
2. Remove customers having no consumption (i.e., 0 kWh) throughout the
    Entire 12 month period.
3. Remove customers not present within the entire 12 month period
C.DATA PREPROCESSING
Data preprocessing is the first major stage involved in the development of the fraud detection system. Data preprocessing involves data mining techniques in order to transform raw customer data into the required format, to be used for detection and identification of fraud load consumption patterns[9]. Different data preprocessing techniques have been applied to the CSV dataset. 
D.CLASSIFICATION 
Classification is used to predict the unknown value .The predictor will gain knowledge from training data. The development of the classifier, namely the MLP model, is the main focus of this project and research study[10]. Development of the classifier involves: load profile inspection for detection of normal and fraud customers, training and development of the MLP classifier, and MLP testing.
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III.MULTILAYER PERCEPTRON
ANNs consist of a method of solving problems related to engineering and science through simple circuits that mimic the human brain, including their behavior, i.e., learning, making mistakes and making discoveries[3]. A ANN is formed by small modules which simulate the operation of a neuron. These modules operate according to the elements that were inspired, receiving and transmitting information. A simple artificial neuron model has the main features of a biological neural network, parallelism and high connectivity, a neuron is composed of a linear combination and a transfer function. ANN is characterized by having an input layer and having one or more intermediate or hidden layers and the information is received by the input layer, processed by hidden layer, and displayed by the output layer. 

A multilayer perceptron (MLP) is a artificial neural network model that maps sets of input data onto a set of appropriate outputs. A MLP consists of multiple layers of nodes in a directed graph, with each layer fully connected to the next one. Except for the input nodes, each node is a neuron with a nonlinear activation function. MLP utilizes a supervised technique called back propagation for training the network.MLP is a modification of the standard linear perceptron  and can distinguish data that are not linearly separable. 

If a multilayer perceptron has a linear activation function in all neurons, that is, a linear function that maps the weighted inputs to the output of each neuron, then it is easily proved with linear algebra that any number of layers can be reduced to the standard two-layer input-output model[3]. What makes a multilayer perceptron different is that some neurons use a nonlinear activation function which was developed to model the frequency of action potential or firing, of biological neurons in the brain. This function is modeled in several ways. The two main activation functions used in current applications are both sigmoids, and are described by


[image: C:\Users\GCE\Desktop\612b8cbe5aaf6465b606af8bed07e139.png]

The multilayer perceptron consists of three or more layers (an input and an output layer with one or more hidden layers) of non-linearly-activating nodes and is thus considered a deep neural network. Each node in one layer connects with a certain weight Wij to every node in the following layer. Some people do not include the input layer when counting the number of layers and there is disagreement about whether Wij should be interpreted as the weight from i to j or the other way around[3].
	Learning occurs in the perceptron by changing connection weights after each piece of data is processed, based on the amount of error in the output compared to the expected result. This is an example of supervised learning, and is carried out through back propagation, a generalization of the least mean squares algorithm in the linear perceptron.
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Figure 2: Multilayer perceptron
We represent the error in output node [image: j] in the [image: n]th data point (training example) by[image: e_j(n)=d_j(n)-y_j(n)], where [image: d] is the target value and [image: y] is the value produced by the perceptron. We then make corrections to the weights of the nodes based on those corrections which minimize the error in the entire output, given by
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Using gradient decent, we find our change in each weight to be
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Where yi is the output of the previous neuron and [image: \eta] is the learning rate, which is carefully selected to ensure that the weights converge to a response fast enough, without producing oscillations. In programming applications, this parameter typically ranges from 0.2 to 0.8.The derivative to be calculated depends on the induced local field vj, which itself varies. It is easy to prove that for an output node this derivative can be simplified to
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where [image: \phi^\prime] is the derivative of the activation function described above, which itself does not vary. The analysis is more difficult for the change in weights to a hidden node, but it can be shown that the relevant derivative is
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This depends on the change in weights of the [image: k]th nodes, which represent the output layer. So to change the hidden layer weights, we must first change the output layer weights according to the derivative of the activation function, and so this algorithm represents a back propagation of the activation function.\
                                             IV.EXPERIMENTAL RESULT

Fuzzy Inference System (FIS) determines if customers are fraud or normal (good), based on the parameter values. The FIS is implemented using the fuzzy rules. After evaluating the selected fuzzy rule, the output (crisp) value of the FIS for each customer is known as the “final value”, which lies in between the range of 0 to 1[3]. Based on simple IF-ELSE logic statements of the final value obtained, customers are marked as “fraud” or “normal” The fraud customers (customers with “final value” > 0.5) are accumulated into the “List of Suspicious Customers”, which is the result/output of the fraud detection system[8].
[image: ]
Figure 3 : classification output based on multilayer perceptron
Figure 3 describes the classification accuracy. In this project the percentage of correctly classified instances are 92.6108 %. Incorrect percentage are 7.3892 %. The confusion matrix shows classification accuracy in matrix format. In this matrix the diagonal element shows correctly classified instance. Other then diagonal element shows incorrect result.
CONCLUSION
Non-technical losses in power distribution systems are related to the energy consumed and that is not billed, representing a problem for power companies, since these losses are strongly related to fraud and theft of energy, where the impact is huge on consumers industrial. Although several works have studied this subject, few of them addresses the problem of selecting the most relevant features to identify potential consumers that present non-technical losses. The problem of selecting a subset of features that maximizes the accuracy rate of the classifiers can be modeled as an optimization procedure. Therefore, in order to recognize potential consumers that present non-technical losses, it is also important to find the best features that can differentiate it. In this paper, it is shown that a subset of features can increase the accuracy rate of a classifier and also present an alternative and simple way to classify and select the most representative features through WEKA software. In future, it is intended to use different techniques for intelligent classification and optimization.
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Abstract___This paper proposes a technique that automatically generates plausible depth maps from videos using non-parametric depth sampling. This technique is applicable to single images as well as videos. Candidate selection and warping is done for single image or for framesin the case of videos by means of SIFT flow warping. Optical flow estimation is done for frames followed by motion estimation by means of RANSAC point correspondence. Depth estimation is done by means of non-parametric sampling. In the case of videos local motion is used to improve the inferred depth maps, while temporal depth consistency is ensured by means of optical flow. This depth estimation technique outperforms the state-of-the-art on benchmark databases and it is a fully automatic technique to estimate depth from videos. By this method we can generate time-coherent, visually pleasing stereo sequences by means of inferred depth maps.

Keywords____ Depth estimation, Motion estimation, Optical flow, SIFT flow, RANSAC point correspondence.

I. INTRODUCTION

Scene depth finds application in a variety of tasks, ranging from 3D modelling and visualization to robot navigation. In the field of scene understanding depth provides spatial reasoning about objects in the scene. In the growing 3D movie industry, knowing the scene depth greatly simplifiesthe process of converting 2D movies to their stereoscopic counterparts. The problem that this paper is concentrating on is: given an arbitrary 2D video, how plausible depth maps are extracted from every frame? At a deeper level, we investigate how we can reasonably extract depth maps in cases where conventional structure-from-motion and motion stereo fail. Previously existing reconstruction technique for depth extraction from video frames assume moving cameras and static scenes. They do not respond for dynamic scenes or for stationary, rotating, zooming or variable focal length sequences. There are some exceptional technique [1], which can handle some moving objects, but they impose some restriction that camera motion to induce parallax and allow depth estimation. But here, the system present a novel solution to generate depth maps from ordinary 2D videos and this technique also applies to single images. Apart from that this technique is applicable to impulsive videos, and works in cases where conventional depth recovery methods fail. It can handle scenes from static/rotating camera, scenes with change in focal length and also dynamic scenes. The primary contribution is the use of a non-parametric “depth transfer” approach for inferring temporally consistent depth maps withoutimposing requirements on the video including a method for improving the depth estimates of moving objects.

II. RELATED WORK

A. Single Image Depth Estimation

Previous techniques for single image 2D-to-3D are semiautomatic,the most well-known of them is the tour-into-picture [2].Here for virtual view manipulation the user interactively adds planes to the single image. Two other representative examples of interactive 2D-to-3D conversion systems are one which makes use of a painting metaphor to assign depths [3] and extract layers and the other in which the user adds surface normal, silhouettes, and creases as constraints for depth reconstruction [4]. Apart from learning-based techniques for extracting depths, more conventional techniques have been used based on image content. For example, repetitive structures have been used for stereo reconstruction from a single image [5]. The dark channel prior has also proven effective for estimating depth from images containing haze [6]. In addition, single-image shape from shading is also possible for known (a priori) object classes [7] [8]. Previous depth estimation also have the following limitation, first if the background layer does not have sufficient features or is extremely texture less, the camera parameters and motion/ depth estimation could be difficult. Secondly, the system assumes the background is static to satisfy the photo consistency constraint. Pixels with significant appearance change due to illumination variation, reflection, or shadow will be recognized as foreground accordingly. In addition to that this method classifies the shadow as part of the foreground layer. Similarly, unmoving objects will be regarded as background. But the proposed system, not only focus on depth from a single image, but also present a framework for using temporal information for enhanced and time-coherent depth when multiple frames are available.

B. Video Depth Estimation

A number of video 2D-to-3D techniques exist, but many ofthem are interactive [9]. If the video is mostly amenable to structure-from-motion and motion stereo, such technologies can be used to compute dense depth maps at every frame of the video. One system that does video depth estimation also showed how depth-dependent effects such as synthetic fog and depth-of-focus can be achieved [10]. While this system can handle some moving objects, there is significant reliance on camera motion that induces parallax.

C. Non-Parametric Learning

In non-parametric sampling an unlabelled image is given as input and the database consist of per-pixel labels (e.g. Sky, car), the conventional method works bytransferring the labels from the database to the input image based on SIFT flow, which is estimated by matching pixel wise, dense SIFT features. This simple matching methodology has been widely used in many computer vision applications such as image super resolution, image tagging and object discovery.This proposed system works by transferring depth instead of semantic labels. Furthermore, the system shows that this “transfer” approach can be applied in a continuous optimization framework.

III. INTRODUCTION ABOUT DEPTH MAP

Depth map is a greyscale picture in which a pixel’s brightness specifies that pixel’s distance from the viewer in the original picture. In depth map, depth of each pixel is stored as a grey value. The lighter points in the greyscale image represents the farthest point. Depth values of regions are gradually increased from the vanishing point, where the brighter the region is, the closer it is located to a camera.A depth map is a measure of depth range of frames in the video sequence which allows to understand the depth of a scene. The term depth map is also referred asdepth buffer, Z-buffer, Z-buffering and the Z in those terms indicate that the central axis of view of a camera is in the direction of the camera's Z axis.
A. Uses of Depth Map

Depth maps have a number of uses, including:
i. Depth map is used in the conversion of ordinary 2D video in to pleasing stereoscopic videos.
ii. Depth map finds application in the field of robot navigation and visualisation.
iii. Depth map can be used to blur an image to some degree.

IV. BLOCK DIAGRAM
[image: ]

Fig 1: Flow diagram
V. SYSTEM DESCRIPTION

A. Candidate Selection and Warping

Given a database and an input image, first compute high level image features for each image or frame of video in the database as well as the input image. The features considered here are optical flow features and GIST features. Then select the top K matching frames from the database, this matching frames are matched against the input image in RGB space. Here in this project K is considered as 7 and so this forcesmatching images to be from varying viewpoints.These matching images are said to be candidate images, and their corresponding depth as candidate depths. Because the candidate images match the input closely in feature space, it is expected that the overall semantics of the scene are roughly similar. And the assumption here is that the distribution of depth is comparableamong the input and candidates. Here we want pixel to pixel correspondence between input and all candidates in the database. This pixel-to-pixel correspondence is achieved through SIFT flow, which matches per-pixel SIFT features to estimate dense scene alignment. Using SIFT flow, warping functions for each candidate images can be estimated. These warping functions map pixel locations from a given candidate’s domain to pixel locations in the input’s domain. The warping functions can be one-to-many.
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	Fig 2. SIFT flow warping
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	Fig 3. SIFT features calculation



In order to find candidate images which match the input image/sequence semantically and in terms of depth distribution, a combination of GIST features and features derived from optical flow (used only in the case of videos).In the case of single image only GIST feature is enough while for video frames a combination of GIST feature and optical flow feature is used since optical flow feature estimate the displacement field between frames. And this optical flow is responsible for extracting the depth consistently in the case of video sequence.

Optical Flow Estimation

The goal of optical flow estimation is to compute an approximation to the motion field from time-varying image intensity.Optical flow is the relation of the motion field the 2D projection of the physical movement of points relative to the observer to 2D displacement of pixel patches on the image plane.
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[image: ]

Fig 4. Output for SIFT flow

The optical flow is the projection of the three-dimensional velocity vectors on the image. In order to find candidate images which match the input image/sequence semantically a combination of GIST features and features derived from optical flow is used. And the optical flow is derived only for videos and for images GIST feature is enough. To create flow features for a video, first compute optical flow for each pair of consecutive frames, which defines a warping from frame i to frame i+ 1. If the input is a single image, or the last image in a video sequence, this warping is considered to be the identity warp. Then,  the image get segmented  into b x b uniform blocks, and compute the mean and standard deviation over the flow field in each block, 
for both components of the flow (horizontal and vertical warpings), and for the second moments as well (each component squared).
This leads to eight features per block, for a total of 8b2features per image. Here the value of b is 4. To determine the matching score between two images, take a linear combination of the difference in GIST and optical flow features. 

Denoting G1, G2 and F1, F2 as the GIST and flow feature vectors for two images respectively, the matching score is defined as

----------- (1)

Where w=0.5 here.


1. Estimating Optical Flow

Given two subsequent frames, estimate the apparent motion field between them.

Key assumptions in estimating optical flow
i. Brightness constancy:  projection of the same point looks the same in every frame.
ii. Small motion:  points do not move very far.
iii. Spatial coherence: points move like their neighbors


B. Motion Estimation

The goal of motion estimation is to align pixel from one image to those in another image.Two assumptions are made while estimating the motion they are (a) Illumination is spatially and temporally uniform. (b) Occlusion of one object by another and uncovered background are neglected.The motion estimation creates a model bymodifying one or more reference frames to match the current frame as closely as possible.Motion estimation examines the movement of objects in an image sequence trying to obtain the vectors representing the motion. Motion estimation is the global energy minimization problem that minimizes the brightness compatibility and flow compatibility terms between the key reference frame and the other frames.The best candidate block is found and its displacement is recorded. This motion vector is transmitted to the original luminance block. Motion estimation is process of determining motion vectors.
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Fig 6 Technique for motion estimation




1. Random Sample Consensus (RANSAC)

Random sample consensus (RANSAC) is an iterative method to estimate parameters of a mathematical model from a set of observed data which contains outliers. It is a non-deterministic algorithm in the sense that it produces a reasonable result only with a certain probability, with this probability increasing as more iterations are allowed. A basic assumption is that the data consists of "inliers", i.e., data whose distribution can be explained by some set of model parameters, though may be subject to noise, and "outliers" which are data that do not fit the model. The outliers can come, e.g., from extreme values of the noise or from erroneous measurements or incorrect hypotheses about the interpretation of data. RANSAC also assumes that, given a (usually small) set of inliers, there exists a procedure which can estimate the parameters of a model that optimally explains or fits this data.



2. Steps in RANSAC

i. Choose a model.	
ii. Determine the minimal number of points needed to specify the model.
iii. Define a threshold on the inlier count.
iv. Fit the model to a randomly selected minimal subset.
v. Apply the transformation to the complete set of points and count inliers.
vi. If the number of inliers exceeds the threshold, flag the fit as good and stop.

The standard RANSAC algorithm consists of two steps. First, it randomly selects M (a predetermined number) samples, for each sample estimates a model hypothesis and finds the support (typically, the number of inliers) for this hypothesis. The hypothesis with the largest support is then chosen as a model and all its inliers are used to refine the model parameters. The inlier is defined as a data point whose residual is within some threshold T of the hypothesis. In the second stage the selected features sets of matches are sampled.

C. Depth Optimization
	
Each warped candidate depth is deemed to be a rough approximation of the input’s depth map. Unfortunately, such candidate depths may still contain inaccuracies and are often not spatially smooth. Instead, we generate the most likely depth map by considering all of the warped candidates, optimizing with spatial regularization in mind.

Let L be the input image and D be the depth map to be inferred. Then minimization is done as follows 

---------------- (2)

Where Z is the normalization constant of the probability, and a and b are parameters (a = 10; b = 0.5).A single image contains two terms data and spatial smoothness.

1. Data

The data term measures how close the inferred depth map D is to each of the warped candidate depths. This system not only measures the absolute differences, but also measures the relative depth changes. The data term is defined as follows

 --------------- (3)

2. Spatial Smoothness

The system assumes that regions in the image with similar texture are likely to have similar, smooth depth transitions, and that discontinuities in the image are likely to correspond to discontinuities
in depth. Here an appearance-dependent smoothness with a per-pixel weighting of the spatial regularization term is enforced such that this weight is large where the image gradients are small, and vice-versa. The smoothness term is defined as follows

------- (4)


D. Non Parametric Depth Estimation

Generating depth maps frame-by-frame without incorporating temporal information often leads to temporal discontinuities. This framework improves depth estimates for video sequences. This approach is suitable for videos with moving scene objects and rotating or zooming views.
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	Fig 7 Extracted depth for single images



The depth transfer approach consist of three stages, first to find the candidate images in RGB space. Then a warping procedure is applied to the candidate images. Finally an optimization procedure is used to interpolate and smooth the warped candidate depth values this results in the inferred depth. The idea is to incorporate temporal information through additional terms in the optimization that ensure (a) depth estimates are consistent over time and (b) that moving objects have depth similar to their  contact point with the ground. Each frame is processed the same as in the single image case (candidate matching and warping), except the global optimization technique that infers depth for the entire sequence at once, incorporating temporal information from all frames in the video.	
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	Fig 8 Extracted depth for video sequences



	
CONCLUSION

These results show that this depth transfer algorithm works for a large variety of indoor and outdoor Sequences. This algorithm also works for arbitrary videos, videos with arbitrary camera motion and static scenes are best handled. This algorithm can robustly handle large amounts of depth data with little degradation of output quality. Candidates can be selected by means of matching the computed high level image features such as GIST features and optical flow feature. Candidate image is the image in the database that matches with that of the input image in the RGB space. The proposed depth estimation technique apply a non-parametric sampling approach, which gives qualitatively good results when compared with the traditional approaches.
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 Abstract
       Wireless sensor networks enable the collection of physical measurements over a large geographic area. The spatial correlation of the sensor measurements over a region is most often computed. We use random projections to compress the data and send the compressed data to the sink. Computational efficiency of our method is achieved by having the data fusion center work directly with the compressed data streams. Compressive sensing, performed only by cluster heads of the network is termed as hybrid compressive sensing, which achieves significant improvement in throughput over pure compressive sensing method. To balance traffic load throughout the network, the sensor nodes are organized into clusters. Better traffic balance is attained in clustering method than routing tree method. Impact of optimal cluster size plays an important role in making our method transmission efficient. It implies the average number of nodes that are present in a cluster. Average size of clusters leads to minimum number of transmissions. We propose a distributed implementation of centralized clustering algorithm. Revised centralized algorithm for CH selection for each transmission round differs from LEACH at a point of narrowing the selection cluster head from a subset of limited nodes. Thus our work ensures enhanced network lifetime and efficient transmission.
Keywords: Compressive sensing, Average cluster size, Cluster head.


1.Introduction
      A Wireless Sensor Network (WSN) is an infrastructure comprised of sensing, computing and communication elements that gives us the ability to observe and react to events in a specified environment. Major part of energy consumption is required for data transmission. The upcoming technique of compressive sensing (CS) makes the data transmission in an efficient manner. Compressive sensing is different from data aggregation in many aspects such as data aggregation is limited to statistical quantities and also reconstruction of original signal is impossible at the sink[2]. Hybrid CS is a naive way of applying CS called plain-CS, that combines conventional data collection (non-CS) with plain-CS [8]. The nodes with high traffic intensity performs the CS is termed hybrid CS. Clustering takes advantage of reducing the size of the routing table stored at the individual nodes by localizing the route set up within the cluster  than in routing trees[5]. The impact of cluster size plays an important role in balancing the traffic load among all the nodes in the network. The optimized cluster size and average number of clusters is obtained from [1] . The position of the cluster head is important for two reasons[6][7]. First, it affects the load balance, and therefore energy consumption, inside the cluster for routing and data aggregation. Second, the routing overhead inside the cluster changes with the head placement. The combination of hybrid CS, optimum cluster size and positioning of CH makes our method transmission efficient with balanced traffic load within the cluster.
       This paper is organized as follows: Section 2 discuss with the related works. Section 3 presents the determination of optimum cluster size. Section 4 elaborates the clustering and hybrid CS. Section 5 describes the revised centralized algorithm for CH selection. Section 6 presents the simulation and result analysis. Section 7 concludes the paper. 
2. Related works
       Many researchers has worked on different data compression methods. Many new algorithms have been proposed recently, such as the splitting-based regression algorithm  first splits the series of sensed data into intervals of variable length in Piecewise data aggregation . But these intervals will be encoded based on  distinctly constructed base signal. The base signal and the extent of the piece-wise linear recorded series are critical factors of the algorithm. If sensor readings are dense in any known domain and in any proper interval PDG is not applicable. The Impact of Spatial Correlation on Routing with Compression in Wireless Sensor Networks[11] [15] reduces data space redundancy by balancing the data relativity of adjacent nodes and the size of clusters. But this algorithm needs to set accurate positions for nodes and the distance between nodes should be same, which is hard to realize in practice. In GIST: Group-Independent Spanning Tree for Data Aggregation in Dense Sensor Networks [18] discussion of algorithm parameters and eliminating redundancy within clusters is insufficient. A wavelet data compression algorithm using ring topology  may be too complex for nodes because of the wavelet transformations. Online Information Compression [19] the course of updating the dictionary makes the algorithm more complex than the self-based regression algorithm. LEACH protocol [3] ignores residual energy, geographic location and other information, which may easily lead to cluster head node will rapidly fail. Some very big clusters and very small clusters may exist in the network at the same time which results load imbalance[4]. Coverage-preserving clustering protocol (CPCP) [13] CH nodes in redundantly covered areas serve clusters with high number of nodes than the CH nodes in sparsely covered network areas. In HEED protocol  significant knowledge of the entire network is normally needed to determine  the intra  cluster communication cost. Overlapping multi hop clustering protocol [12] KOCA guarantees only an average overlapping degree , it is not suitable for applications requiring minimum overlapping degree. Our revised centralized algorithm overcomes most of the difficulties in the above specified algorithms.


[image: ]3. Determination of optimum cluster size
                  Fig. 1.Cell partition of network            
This section concentrates on determining the optimum cluster size. Optimum cluster size depends upon many parameters[9].The simulated environment consists of network with Ns uniformly distributed sensors. In this                               work the entire network is divided into cells  with each cell containing a single sensor with a very high probability as shown in Fig.1. Assumed that sensors can communicate to all their adjacent sensors. In a network there are D×D cells where each cluster is m×m cells big, the optimum size  Oc is as close to eq(1)
Oc=           (1)   
4. Cluster formation and hybrid CS
       The optimal number of clusters in the system is                                        
Cs=(Ns/ Oc)        (2)
     Centralized algorithm has two major steps: 1. Select Cs CHs from the set Vs of Ns sensor nodes and divide the sensor nodes into Cs clusters and 2. Construct a backbone routing tree that connects all CHs to the sink. Centralized algorithm starts with an initial set of CHs, which is randomly selected. At each iteration, the algorithm follows the upcoming steps:
Step 1. Connect sensor nodes to their nearest CHs. Ties changes dynamically.
Step 2. For each cluster, choose a new CH, in such a way the total distances from all nodes in this cluster to the new CH is minimum.
[image: ]Step 3. Repeat the step 1 and step 2 till there is no more change of the CHs. 

    Fig. 2. Cluster formation

 Fig.2. is the diagrammatic representation of the algorithm. This algorithm converges quickly. The simulations show that it takes four or five iterations on average for the algorithm to compute the CHs of clusters.

5. Cluster head selection
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Fig .3. Sink transmitting centroid information to nodes within Hr range
To elect the CH, each candidate broadcasts a CH election message that contains its identifier, its location and the identifier of its cluster. The CH election message is propagated not more than 2H hops. After a timeout, the candidate that has the smallest distance to
the center of the cluster among the other candidates becomes the CH of the cluster. After a CH is elected, the CH broadcasts an advertisement message to other sensor nodes in the sensor field, to invite the sensor nodes to join its cluster. An advertisement message carries the information: the identifier and location of the CH, and the number of hop that the message has traveled. The decision is based on the number of hops to each CH. The routing from a sensor node to its CH follows the reverse path in forwarding the advertisement message. The data of sensor nodes within a cluster is collected by this routing tree. 
6.Simulation and result analysis
      The performance of our clustering method using hybrid CS is compared with multihop LEACH algorithm. The parameters that are compared are:
	Parameter
	Performance

	Number of transmission
	Reduced upto 30% than M-LEACH

	Packet delivery ratio
	upto 4% greater than M-LEACH. 

	Network life time
	upto 50 rounds greater than M-LEACH.

	Average energy consumption
	decreased by twice than M-LEACH



Table.1. Parameters comparison
[image: ]    
 Fig.4.Number of    transmissions

As shown in Fig.4. number of transmissions is reduced in our proposed method as an impact of optimal cluster size which is estimated in such a way to reduce the number of transmissions and also due to hybrid CS technique. Fig.5. shows the ratio of data 
[image: ]
Fig. 5. Packet delivery ratio 
             packets that are successfully transmitted using our proposed method in an increasing rate than M-LEACH during simulations.

            
     [image: ]
Fig.6. Network lifetime
 
From Fig.6. shows remarkable increase in network life time is due to the existence of backbone tree and hybrid CS.         
Reduced number of transmissions reduces the average energy consumption of nodes which is  shown in Fig.7
[image: ]Fig.7. Average energy consumption
     
7.Conclusion and future work
    Our proposed work involved hybrid CS to design a clustering-base data collection in a compressed form , to reduce the data transmissions in WSN. The information on locations and distribution of sensor nodes is used to design the data collection method in cluster structure. Sensor nodes are organized into clusters. Within a cluster, data are collected to the cluster heads by shortest path routing; at the cluster head, data are compressed to the projections using the CS technique. The projections are forwarded to the sink following a backbone tree. We first proposed an  optimal cluster size calculation that studies the relationship between the size of clusters and number of transmissions in the hybrid CS method, to find the optimal size of clusters that can lead to minimum number of transmissions. Then, we proposed a revised centralized clustering algorithm based on the results obtained from the optimal cluster size calculation.. Even for the homogenous networks in the irregular sensor field, our method can significantly reduce data transmissions compared with these data collection method. In mere the algorithm is to be implemented with mobile sink which further enhances the network life time and improves coverage in a network.
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Abstract – A problem in DTNs literature is to optimize forwarding control such in a way to deliver messages from source to destination without maximizing the power consumption.In this paper a survey about the optimal resources allocation in DTN was studied and an Online Approximation Of Optimal Resource Allocation in Delay Tolerant. Max Contribution that approximates MWIS problem with greedy method and its distribution online approximation algorithm, distributed Max contribution that performs scheduling, routing and replication based only on locally approximation algorithm. And consider resource allocation for jointly optimizing link scheduling , routing and replication to various conditions of networks. The snapshot approximation in temporal dimension to reduce its complexity without much loss in performance. And heuristic solutions and provides some confidence over the expected performance. 

I. INTRODUCTION
A network is a set of devices (often referred to as nodes) connected by communication links. A node can be a computer, printer, or any other device capable of sending and receiving data generated by other nodes on the network.  The three primary network categories are Local Area Network (LAN), Metropolitan area Network (MAN), Wide Area Network (WAN). The category into which a network fall is determined by its size, ownership, the distance it covers and its physical architecture.  A LAN is usually  privately owned and links the devices in a single office, building or campus. A LAN can be as simple two pcs or it can extend throughout a company. LAN size is limited to a few kilometers. The most widely used LAN system is the Ethernet system developed by the Xerox Corporation. It is designed to allow resources (hardware, software or data) to be shared between pcs or workstations. 
 LAN may provide an access to remote organizations through a router connected to a MAN or WAN. The size of LAN may be determined by the licensing restrictions on the number per copy of software or the number of users licensed to access the operating system. It also differentiated from 


other types of networks by transmission media and topology.  LAN uses only one type of transmission 

medium. The common LAN topologies are bus, ring, and star. LAN have data rates in the 4 to 10 megabits per second.LAN can reach 100Mbps with gigabit systems in development. Intermediate nodes (i.e. Repeaters, bridges and switches) allows lans to be connected together to form larger lans. A LAN may also be connected to another LAN or to wans and mans using a “router”.  A MAN is designed to extend over an entire city. It May be a single network such as cable TV network. It may be a means of connecting a number of lans into a larger network. The resources may be shared LAN to LAN as well as device to device.   A MAN can be owned by a private company or it may be a service provided by a public company, such as local telephone company. Telephone companies provide a popular MAN service called Switched Multi-Megabit Data Service.
  A WAN provides long distance transmission of data , voice , image, and video information over large geographic areas. It may comprise a country , continent or even the whole world. Transmission rates are typically  2Mbps, 34Mbps,  45Mbps, 155Mbps, 625Mbps. A WAN utilize public ,leased, or private communication equipment usually in combination and therefore span an unlimited number of miles. The wans have mesh topologies.
The network application involves the following;Email, Web,Instance messaging, Remote login, Multi-user network games,Streaming stored video clips, Internet telephone, Real time video conference ,Massive parallel computing, P2p file sharing.  The typical architecture involves,  client-server ,  Peer to peer(P2P) , Hybrid of client –server and P2P.  The pure P2P architecture not always on the server.  Peers are intermittently connected and change IP addresses. The P2P is highly scalable. But it is difficult to manage. The Hybrid of client – server represents Napster, Skype, Instant messaging.
Networks uses at companies, business applications, home networking such as online shopping, ticket reservation, pay bill, E-learning, and recent developments regarding mobile users, and finish with social issues.Internet Transport protocol Service encompasses the Transmission Control protocol (TCP) , User Datagram Protocol (UDP). The TCP service is connection oriented. It is reliable, because it is connection oriented. It does not provide timing, minimum bandwidth guarantees. UDP is connectionless and unreliable. It does not provide connection setup, reliability, flow control, congestion control, timing, or bandwidth guarentees.The most important criteria for an effective and efficient    network encompass the following; Performance, Reliability, Security. 
The performance of network depends on number of user, type of transmission medium, and the capabilities of the connected hardware and the efficient of the software.     The reliability is measured by frequency of failure, the time it takes a link to recover from the failure and the network’s robustness in a catastrope. The security issues include protecting data from unauthorized access and viruses. The network layer is responsible for the source to destination delivery of packet across multiple network links. The specific responsibilities of network layer include the Logical addressing, and routing. Communication network is a facility that provides a data transfer service among devices attached to the network. Internet is a collection of communication networks interconnected by bridges and/or routers.
Analysis and control of dtns with single source and single-destination has been widely studied. Groeneveltet al. [3] modeled epidemic relaying and two-hop relaying using Markov chains, and derived the average delay and number of copies generated until the time of delivery. Zhang et al. [4] developed a unified framework based on ordinary differential equations to study epidemic routing and its variants.
Neglia and Zhang [5] were the first to study the optimal control of relaying in dtns with a single destination and multiple relays. They assumed that all the nodes have perfect knowledge of the number of nodes carrying the packet. Their optimal closed loop control is a threshold policy - when a relay that does not have a copy of the packet is met, the packet is copied if and only if the number of relays carrying the packet is below a threshold. Due to the assumption of complete knowledge, the performance reported is a lower bound for thecost in a real system.
Altman et al. [6] addressed the optimal relaying problem for a class of monotone relay strategies which includes epidemic relaying and two-hop relaying. In particular, they derived staticand dynamic relaying policies. Altman et al. [7] considered optimal discrete-time two-hop relaying. They also employed stochastic approximation to facilitate online estimation of
Network parameters. In another paper, Altman et al. [8] considered a scenario where active nodes in the network continuously spend energy while beaconing. Their paper studied the joint problem of node activation and transmission power control.These works ([6], [7], [8]) heuristically obtain fluid approximations for dtns and study open loop controls. Li et al. [9] considered several families of open loop controls and obtain optimal controls within each family. Deterministic fluid models expressed as ordinary differential equations have been used to approximate large Markovian2011 International Symposium of Modeling and Optimization of Mobile, Ad Hoc, and Wireless Networks978-1-61284-824-2/11/$26.00 ©2011 IEEE 228systems. Kurtz [10] obtained sufficient conditions for the
Convergence of Markov chains to such fluid limits. Darling [11] and subsequently, Darling and Norris [12] generalized Kurtz’s results. Darling [11]considers the scenario .
II. II .      LITRATURE SURVEY
K. Fall Markovian system satisfies the             conditions in  only over a given set. He shows that the scaled processes, until they exit from this set, converge to a fluid limit. 
Darling and Norris generalize the conditions for convergence, e.g.,uniform convergence of the mean drifts of Markov chains and Lipschitz continuity of the limiting drift function, prescribed in . Gast and Gaujal use differential inclusions to address the scenario where the limiting drift functions are not continuous, and hence the differential equations are not well defined. Gast et al. study an optimization problem on a large Markovian system. They show that solving the limiting deterministic problem yields an asymptotically optimal policy for the original problem.
M.Ammar and E.Zegura said ,A network can be situated at any point in this space –time  continuum of the network design space with a varying temporal and spatial scale of changes.while dtns are traditionally regards asasparse,disconnected networks where mobility and carry and forward paradigm has been adopted as the only means of communication, an extended view of dtns permits traditional senses of manets and dtns to coexist in the form of disconnected islands in any proportion of time and space.
A.Vahdat and D.Beckersaid ,Traditionally DTN studies for resources allocation have focused on routing,forwarding and replications in sparse networks,where as traditional MANET studies for resource allocation have focused on interference,link scheduling and routing in dence networks with no provisioning for disconnected islands.
A.Lindgren,A.doriasaid,Many popular dtns routing algorithms (eg.Epidemicrouting prioritized epidemic routing, datamule, DREAM, prophet, knowledge based forwarding, spray and wait are heuristically developed and engineered under this assumption.
E.Altman and C.Liu said, Under this assumption,there have been a few theoretical work for maximaizing the delivery ratio as well as minimizing transmission cost by controlling the number of copies..
A.Balasubramanian and J.Burgesssaid, recently, started to consider more practical scenarios where link bandwidth could be not enough to transmit all the packets during a contact period. 
III. THEORY
The optimaization problems for resource allocation in dtns are typically sloved using dynamic programming which requires knowledge of future events such as meeting schedules and durations.This paper defines a new notation of approximation to the optimality for dtns, called snapshot approximation where nodes are not clairvoyant. The snapshot approximation still requires solving an NP-hard problem of maximum weighted independent set (MWIS)
[image: ]
Figure: Network architecture
Max-contribution(MC)  that approximates ,MWIS problem with a greedy method and its distributed  online approximation algorithm, Distributed Max-Contribution(DMC)that performs scheduling, routing and replication based only on locally and contemporarily available information through extensive simulations based on real GPS traces tracking .DMC is verified to perform closely to MC and outperform existing engineered allocation algorithms for dtns. Every aspect of modern mobile wireless networks is dynamic.As radios are now attached to moving objects which may make planned,spontaneous,or random movements,the mobility of these objects governs the network state and presents diveres and highly time-varying operating conditions.With increasing density and mobility,the operating regimes of the networks exponentially widen and network connectivity may drastically change over time.
[image: ]

Any network protocol operating in such regimes must adapat quickly to the changing conditions,from highly dense networks where like scheduling and interference mitigation are important.Wireless data networks often aim at extending Internetservices into the wireless domain. 
Network and traffic model. We consider a network consistingof a set N of n nodes that move and meet intermittently.Two nodes v and w is said to meet if v is within the communicationrange of w, and vice versa. Every node is equipped with an infinite-size queue to store packets. A node v can
copy packets from its queue to the node that v meets.1 There is a set F of F sessions (flows) that are identified by a pair source-destination nodes. Associated with each session f; a
file consisting of a set Gf of equal-sized packets. And  use the packet-company m to refer to the original packet m and its copies together. The source of a session f is responsible for transferring the packets in Gf to its destination with some QoS constraints.
Resource model. Time is assumed to be slotted, indexed by t ¼ 0; 1; . . .. The length of a time-slot is suitably chosen to schedule one packet and nodes are stationary. Then, network resources are represented by a finite set SðtÞ _ f0; 1gL of feasible link schedules, where L is the number of all possible links. A feasible link schedule, S ¼ ðSl 2 f0; 1g : l ¼ 1; . . . ; LÞ is a vector representing a set of schedulable links without interference where Sl ¼ 1 if the link l is scheduled, and 0 otherwise.
And also use notation l 2 S when Sl ¼ 1: Denote by PðtÞ _ GL, a set of feasible copy schedules where G ¼ [f2FGf : A feasible copy schedule is a vector whose lth element represents a packet that can be potentially copied if link l is scheduled. Note that a packetmcan be copied from v 2 N to w 2 N when v holdsmbut w does not. Note that in a feasible copy schedule, two different packets belonging to a single packet-company can be scheduled over different links. Interference and resource allocation. A set SðtÞ depends on interference patterns among links. We generally model interference by a L _ L symmetric matrix I ¼ ½Iij_; where Iij ¼ 1 means that links i and j interfere with each other. The matrix I is able to model various wireless systems, ranging from FH-CDMA (one-hop interference) to 802.11(two-hop interference2). For ease of presentation, we assume that when a link is established by the meeting between two nodes, the link is configured to have a unit capacity, but it can be readily extended to more general cases. Resource allocation at each slot t consists of two parts: (i) link scheduling and (ii) copy scheduling where a copy schedule p 2 PðtÞ and a link schedule S 2 SðtÞ are selected. Then, the elementwise multiplication of two vectors, p _ S, represents which packets are served and copied over the links. The primary objectives of resource allocation are delivery ratio maximization or delay minimization. Denote by the random variable, Nf ðt; tdlÞ, the total aggregate number of delivered packets in flow f to its destination over an interval ½t; tdl_; where tdl is a given deadline (we henceforth omit tdl and just use Nf ðtÞ in all notations unless confusion arises). Similarly, we also denote by Df ðtÞ the total aggregate remaining time in flow f from t to the delivery.Then, Nf ð0Þ and Df ð0Þ correspond to the aggregate delivery ratio (until the deadline) and the total delay of flow f; respectively.The following four objectives are mainly considered:
R1. Max-Delivery max P f2F E½Nf ð0Þ
R2. Fair-Delivery maxminf2F E½Nf ð0Þ
D1. Min-Delay min P f2F E½Df ð0Þ
D2.Fair-Delayminmaxf2FE½Dfð0Þ Optimization problem. Based on the above objectives R1,R2, D1, D2, the optimal sequence of copy and link schedulesover time, fðp_t ; S_t Þgtdl t¼0 should be found under the constraint
that p_t 2 PðtÞ; S_t 2 SðtÞ; 8t, where PðtÞ and SðtÞ are the feasible sets of copy and link schedules at time t, respectively. Since the solutions are broken down into a sequence of scheduling steps over time, it can be formulated by a dynamic programming. Hardness of full optimality. The above DP problem requires a large dimensional search (i.e., curse of dimensionality) and knowledge of the future (i.e., in order to decide ðp_0; S_0Þ, And have to know PðtÞ and SðtÞ for t > 0). Due to such requirements, solving this problem via practical, online, decentralized algorithms is non-trivial.

IV. CONCLUSION
The goal is to optimize the probability of delivering a message in the presence of different classes of mobiles, while satisfying a given energy budget. Hence a optimal resource allocation are used in DTN and the performance are analyzed.
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Abstract—Theinitiation of resource provisioning in cloud computing for workflow scheduling. Most demanding issues in Clouds is Workflow Scheduling. However, Clouds are different from Grids in few ways: on-demand resource provisioning, homogeneous networks and the pay-as-you-go pricing model. We are proposing resource provisioning and scheduling strategy for scientific workflows using meta-heuristic optimization algorithm known as Particle Swarm Optimization. It aims is to minimize the overall execution cost while meeting timeframe constraints in various scientific workflows of different sizes. The results have been evaluated using Cloudsim with different QoS parameters which are user defined. The approach performs better than the genetic and ant colony optimization algorithms.

Keywords—Cloud Computing, Resource Provisioning ,Resource Scheduling, Particle swarm optimization, Workflow.
Introduction
Workflows are pictorial representation of various tasks that     are interconnected via data or dependent features in any application which we have assumed are used to model large-scale scientific problems in areas such as scientific environments. Workflows are usually represented as Directed Acyclic Graphs (DAGs), are an important class of applications that lead to challenging problems in resource management on clouds. Workflows for large computational problems are often composed of several interrelated workflows. There are two main stages when planning the execution of a workflow in a Cloud environment. The first one is the resource allocating phase; during this stage, the computing resources that will be used to run the tasks are selected and allocated. In the second stage, a schedule is generate where each task is mapped onto the best-suited resource. The selection of the resources and mapping of the tasks is done so that different user defined Quality of Service (QoS) requirements are met.The performance of the virtual machine is an additional confront for the cloud infrastructure. VMs provided by current cloud platforms do not exhibit secure performance in terms of execution times. There are various types of  Cloud providers , each of which has different product contributions. They are classified into a hierarchy of as-a-service terms: Software as a Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service (IaaS). This paper focuses on IaaS Clouds which offer the user a virtual pool of infinite, varied resources that can be accessed on insist. Moreover, they offer the elasticityof  acquiring or releasing resources with varying configurations to best suit the requirements of an application. Even though this empowers the users and gives them more control over the resources, it also dictates the development of innovative scheduling techniques so that the distributed resources are efficiently utilized. 
In contrast to clusters and grids, which typically offer best-effort quality of service, clouds give more flexibility in creating a controlled and managed computing environment. Clouds provide the ability to adjust resource capacity according to the changing demands of the application.However, giving users more control also requires the development of new methods for task scheduling and resource provisioning. Resource management decisions required in cloud scenarios not only have to take into account performance-related metrics such as workflow makespan or resource utilization, but must also consider budget constraints[12], since the resources from commercial clouds usually have monetary costs associated with them. Cloudsim is the cloud simulator used for modeling and simulation in virtual cloud environment[16].
Related Work
Juve,[1] found the work of Characterizing and profiling scientific workflows. Researchers working on the scheduling, development, and execution of scientific workflows need access to a largerange of scientific workflows to estimate the performance of their implementations. This paper provides a characterization of workflows from six diverse scientific applications, including astronomy, bioinformatics, earthquake science, and gravitational-wave physics. The characterization is based on novel workflow profiling tools that provide detailed information about the various computational tasks that are present in the workflow. This information includes I/O, memory and computational characteristics. Although the workflows are diverse, there is evidence that each workflow has a job type that consumes the most amount of runtime. The study also uncovered inefficiency in a workflow component implementation, where the component was re-reading the same data multiple times. 
Humphrey,[2] found the work of Auto-scaling to minimize cost in workflow environments. A goal in cloud computing is to allocate (and thus pay for) only those cloud resources that are truly needed. To date, cloud practitioners have pursued schedule-based (e.g., time-of-day) and rule-based mechanisms to attempt to automate this matching between computing requirements and computing resources. However, most of these "auto-scaling" mechanisms only support simple resource utilization indicators and do not specifically consider both user performance requirements and budget concerns. In this paper, we present an approach whereby the basic computing elements are virtual machines (VMs) of various sizes/costs, jobs are specified as workflows, users specify performance requirements by assigning (soft) deadlines to jobs, and the goal is to ensure all jobs are finished within their deadlines at minimum financial cost[7]. We accomplish our goal by dynamically allocating/deallocating VMs and scheduling tasks on the most cost-efficient instances.We evaluate our approach in four representative cloud workload patterns and show cost savings from 11.8% to 60.9% compared to other approaches. 
Malawski, [3] found the work of large-scale applications spoken as scientific workflows are often grouped into ensembles of inter-related workflows. we address a new and important problem concerning the efficient management of such ensembles under budget and deadline constraints on Infrastructure- as-a Service (IaaS) clouds. We discuss, develop, and assess algorithms based on static and dynamic strategies for both task scheduling and resource provisioning. We perform the evaluation via simulation using a set of scientific workflow ensembles with a broad range of budget and deadline parameters, taking into account uncertainties in task runtime estimations, provisioning delays, and failures. We find that the key factor determining the performance of an algorithm is its ability to decide which workflows in an ensemble to admit or reject for execution. Our results show that an admission procedure based on workflow structure and estimates of task runtimes can significantly improve the quality of solutions. Abrishami, S., Naghibzadeh, M., and Epema, D.[4] found the initiation of Cloud computing as a new model of service provisioning in distributed systems encourages researchers to investigate its benefits and drawbacks on executing scientific applications such as workflows.One of the most challenging problems in Clouds is workflow scheduling, i.e., the problem of satisfying the QoS requirements of the user as well as minimizing the cost of workflow execution. We have previously designed and analyzed a two-phase scheduling algorithm for utility Grids, called Partial Critical Paths (PCP), which aims to minimize the cost of workflow execution while meeting a user-defined deadline. However, we believe Clouds are different from utility Grids in three ways: on-demand resource provisioning, homogeneous networks, and the pay-as-you-go pricing model. 
In this paper, we adapt the PCP algorithm for the Cloud environment and propose two workflow scheduling algorithms: a one-phase algorithm which is called IaaS Cloud Partial Critical Paths (IC-PCP), and a two-phase algorithm which is called IaaS Cloud Partial Critical Paths with Deadline Distribution (IC-PCPD2). Both algorithms have a polynomial time complexity which make them suitable options for scheduling large workflows. The simulation results show that both algorithms have a promising performance, with IC-PCP performing better than IC-PCPD2 in most cases whereas ant colony optimization is searching for food through the path[11].
Scope Of The Paper
A workflow applicationis modeled as a Directed Acyclic Graph (DAG) where T is the set of tasks and  Eis the set of directed edges. An edge E exists if there is a data dependency between two tasks, case in which Preceding task  is said to be the parent task of next task and so on. Based on this definition, once the parent tasks are completed, the execution of child tasks will be initiated. A sample workflow is shown in Figure 1. In addition, each workflow has a deadline associated to it. A deadline is defined as a time limit for the execution of the workflow.
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Figure 1: Sample workflow with 9 tasks.
Resource provisioning and scheduling heuristics may havedifferent objectives which focuses on finding aschedule to execute a workflow on IaaS computing resources such that the total execution cost is minimizedand the deadline is met.Cloud computing is the distributed computing system and cloud offers large amount of opportunities to solve large scale scientific problems[14].
 However, it presents various challenges that need to be addressed in order to be efficiently utilized for workflow applications. The workflow operations have under taken in the Cloud environments. Furthermore, the existing works fail to either meet the user’s Quality of Service (QoS) requirements. And also incorporate some basic principles  of Cloud computing such as the elasticity and heterogeneityof the computing resources. Data gets losses due the insufficient time for the allocated workflow in the cloud computing environment.Extending the resource model to consider the data transfer cost between data centers so that VMs can be deployed on different regions[10]. Extending the algorithm to include heuristics that ensure a task is assigned to a VM with sufficient memory to execute it will be included in the algorithm.The disadvantages of existing systems are work fails due to the user’s quality of services requirement does not meet.Data gets losses due the insufficient time for the allocated workflow in the cloud computing environment.Incorporating some basic principles of Cloud computing such as the elasticity[6].
Proposed Methodology
Particle Swarm Optimization (PSO) is an evolutionary computational technique based on the behavior of animal flocks. It was developed by Eberhart and Kennedy in 1995 and has been widely researched and utilized ever since[5]. The algorithm is a stochastic optimization technique in which the most basic concept is that of particle whereas genetic algorithm is mutually dependent[9].
 A particle represents an individual (i.e. fish or bird) that has the ability to move through the defined problem space and represents a candidate solution to the optimization problem. At a given point in time, the movement of particles is defined by their velocity, which is represented as a vector and therefore has magnitude and direction. This velocity is determined by the best position in which the particle has been so far and the best position in which any of the particles has been so far. Based on this, it is imperative to be able to measure how good (or bad) a particle’s position is; this is achieved by using a fitness function that measures the quality of the particle’s position and varies from problem to problem, depending on the context and requirements.Each particle is represented by its position and velocity[8]. Particles keep track of their best position pbest and theglobal best position gbest; values that are determinedbased on the fitness function.The algorithm will then at each step, change the velocity of each particle towards thepbestand gbest locations. How much the particle moves towards these values is weighted by a random term, with different random numbers generated for acceleration towards pbestand gbest locations. The algorithm will continue to iterate until a stopping criterion is met; this is generally a specified maximum number of iterations or a predefined fitness value considered to be good enough.
Pseudo Code for the Algorithm PSO:
For each particle
{
    Initialize particle
}

Do until maximum iterations or minimum error criteria
{
    For each particle
    {
        Calculate Data fitness value
        If the fitness value is better than pBest
        {
            Set pBest = current fitness value
        }
        If pBest is better than gBest
        {
            Set gBest = pBest
        }
    }

    For each particle
    {
        Calculate particle Velocity
        Use gBest and Velocity to update particle Data
    }
}

Many IaaS providers do not charge for data transfers if they are made within the same data center; hence, we do not consider this fee when calculating the workflow’s execution cost. Nevertheless, we do consider the fact thata VM needs to remain active until all the output data of the running task is transferred to the VMs running the child tasks. Moreover, when a VM is leased, it requires an initial boot time in order for it to be properly initialized and be made available to the user; this time is not negligible and needs to be considered in the schedule generation as it could have a considerable impact on the same. We acknowledge such delay present in most Cloud providers  when generating our schedule and calculating the overall cost for the execution of the workflow[15].we consider the problem of finding a task-resource mapping. In particular, we consider
instances such that the highest cost among all the computing resources is minimized. Also, we consider instances suchthat the cost of all the computing resources is minimized.Since the fitness function is used to determine how good a potential solution is, it needs to reflect the objectives of the scheduling problem. Based on this, the fitness function will be minimized and its value will be the total execution costassociated to the schedule  derived from the particle’sposition[13].
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Figure 2: Flowchart for the Algorithm PSO.
Experimentation And Results
There are two key steps when modeling a PSO problem. The first one is defining how the problem will be encoded, that is, defining how the solution will be represented. The second one is defining how the “goodness” of a particle will be measured, that is, defining the fitness function. To define the encoding of the problem, we need to establish the meaning and dimension of a particle. For the scheduling scenario presented here, a particle represents a workflow and its tasks; thus, the dimension of the particle is equal to the number of tasks in the workflow. The dimension of a particle will determine the coordinate system used to define its position in space. For instance, the position of a 2-dimensional particle is specified by 2 coordinates, the position of a 3-dimensional one is specified by 3 coordinates and so on.
As an example, the particle depicted in Figure 1 represents a workflow with 9 tasks; the particle is a 9-dimensional one and its position is defined by 9 coordinates, coordinates 1 through 9. The range in which the particle is allowed to move is determined in this case by the number of resources available to run the tasks. As a result, the value of a coordinate can range from 0 to the number of VMs in the initial resource pool. Based on this, the integer part of the value ofeach coordinate in a particle’s position corresponds to a resource index and represents the compute resource assigned to the task defined by that particular coordinate. In this way, the particle’s position encodes a mapping of task to resources. Following the example given in Figure 1; there are 3 resources in the resource pool so each coordinate will have a value between 0 and 3. Coordinate 1 corresponds to task 1 and its value of 1.2 means that this task was assigned to resource 1. Coordinate 2 corresponds to task 2 and its value of 1.0 indicates that task 2 was assigned to resource 1. The same logic applies to the rest of their coordinated and their values.
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Figure 3: Application Architecture for simulation.
The results found for the small and extra large workflows were similar to the ones presented here, although, our approach seems to perform better with smaller sized workflows which is reasonable as bigger workflows mean larger search spaces. We also found that in some cases our solution tends to generate schedules with lower makespans and higher costs as long as the deadline is met. Some users might prefer this as a solution whereas others might prefer the makespan to be closer to the deadline and pay a lower price. 
Conclusion
In this project, we presented a combined resource provisioning and scheduling strategy for executing scientific workflows on IaaS Clouds. The scenario was modeled as an optimization problem which aims to minimize the overall execution cost while meeting a user defined deadline and was solved using the meta-heuristic optimization algorithm, PSO. The proposed approach incorporates basic IaaS Cloud principles such as a pay-as-you-go model, heterogeneity, elasticity, and dynamicity of the resources. Furthermore, our solution considers other characteristics typical of IaaS platforms such as performance variation and VM boot time.As future work, experiments will be held to analyze the performance of the scheduling algorithm in these scenarios using different optimization techniques such as genetic algorithms.
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ABSTRACT

 Due to increase in terrorist activity, there is more demand on video surveillance to monitor constrained area.Even though, more use of CCTV images is highly hard problem due to more variation in facial expression, pose variation, occlusion. Robust Face recognition is needed in order to identify criminals or unauthorized one when entering inside the premises. For face detection in video stream, modified version of viola Jones method isused. Eigen Face methodis used for feature extraction.Sparse Representation based Classification used for verification. This Sparse Representation based Classification represent the test sample as weighted linear combination of overall dictionary. Sparse Variable, verifies whether the person is unauthorized person or not. If unauthorized person exist in video means, theytracked separately. The choke Point Video Dataset used for performance evaluation. This method is more efficient and optimistic in Real time Video surveillance.
Keywords: Sparse Representation based Classification, Constrained area
INTRODUCTION
	With increasing terrorist activities and augmenting demand for  video surveillance, it was the need of an hour to come up with an efficient and fast detection and tracking algorithm. Many real time face tracking systems have been developed [2][3][4][5][6] in the past. In this paper, we proposed a more efficient algorithm that consists of three intermediate steps, first is the development of a new image representation called “integral image” [8], which allows feature selection to be easy and rapid. Second step deals with the construction of classifiers that helps us to segregate desired features from the set of large number of features using a technique called “AdaBoost” [7]. Third step deals with the cascading of different classifiers which was introduced in step 2 for further detailed selection of features and thereby narrowing down our search and increasing speed of detection and tracking. This detecting and tracking algorithm will bring  practical applications like Smart captcha, Webcam based energy/power saver, Time tracking service, Outdoor surveillance camera service, Video chat service, Teleconferencing. In this paper, Section 2 describes the types of features for human face detection. Section 3 describes the algorithm for human face detection. Section 4 describes the efficient algorithm and flowchart for detection and tracking. Section 5 and 6 describes the simulation results and conclusion respectively.

FACE DETECTION
It is one of the learning method for object detection which  is capable for detecting face which is rapidly moving on videos. By using Integral Image Representation , detector capable for calculating feature in relatively short time. Here ,learning methodology mainly using Ada Boost , mainly used for feature subset selection from large predominant  feature from large collection which is calculated by means of integral image. In nature, it has “cascade “ structure ,it capable for eliminate non face (include background as well as foreground ) at  many level ,each level it contain  weak classifier. Using this cascade structure, strong(best)classification result using this weak classifier.

The purpose of face detection is to locate any faces present in still images. This has long been a focus of computer vision research and has seen great success. Recently, there is too much literature on this topic to mention here among face detection algorithms, the Adaboost based method proposed by Viola and Jones [1] gains great popularity due to a high detection rate, low complexity and solid theoretical basis. Adaboost learning algorithm is created high-reliable learning data as an early stage for face-detection using faces data. Viola and Jones [1] have proposed fast, high performance face-detection algorithm. It is composed of cascade 
structure with 38 phases, using extracted features to effectively distinguish face and non-face areas through the Adaboost learning algorithm proposed by Freund and Schapire[2].

FEATURES FOR FACE DETECTION

Mostly, Images are categorized by means of characteristic function .Here , characteristic  function made up on feature based one more powerful than pixel based system , in terms of  operating time , speed .In face detection process  , rectangular feature used to separate  face region from the background (nonface) region. Different types of rectangular feature are, namely two-rectangle features, three rectangle feature and four-rectangle feature. Two – rectangular feature is defined by means of difference between cumulative sum of pixels within two defined rectangular region. Likewise , in Three rectangular feature cumulative sum of two outside rectangular region subtracted from the cumulative sum of center rectangular region. Similarly, four-rectangular feature calculate, pixel difference between diagonal pair of rectangle.

 INTEGRAL IMAGE REPRESENTATION

Rectangular feature are calculated very quickly by using integral image representation[11]. The formula used for this intermediate representation
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Fig 2: Integral image at location 1 is the sum of pixels in region A; at location 2 sum of pixels in region A+B, at location 3 C+A and at location 4 A+B+C+D 
Where jj(x,y) is an integral image and j(x',y') is the original  image. Using the following formula,

r(x,y) = r(x,y-1) + j(x,y)       (2) 
jj(x,y) = jj(x-1,y)+ r(x,y)       (3) 

(Where r(x,y) is the cumulative row sum r(x,-1) = 0 and jj(1,y)=0) the integral image can be computed from one pass over the image. The feature selected in early rounds for initial classifiers having less complexity has an error rate between 0.1 to 0.3. Features selected in later rounds for complex classifiers the error rate reaches between 0.4 and 0.5. 

CASCADING
This section gives details about cascading weak classifier. Purpose of this cascading, to increase detection rate and also reduce detection time. In this cascading Structure , previous stages results are feed back into next stage in order to form strong classifier from the initial classifier(weak classifier).At each cascading stage , takes sub window which also processed by previous stage classifier , perform two action i.e. either reject the sub window is non-face or feed into next stage of classifier. This feedback process is repeated until gives high detection. [14] This cascading structure   degenerate decision tree.[12, 13, 15].
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Fig 4: Every sub window is subjected to a series of classifiers in which early stages eliminate the most of the negative examples with very little processing, detailed and specific elimination is done by subsequent stages. To do this they require more
complex processing.
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METHOD USED FOR FACE RECOGNITION OVER VIDEO

For Robust Face  Recognition  follows six steps  are described detail.

· Weight Estimation Method
· Feature Extraction using Eigen Faces
· Dimensionality Reduction Using PCA
· Classification  using Iterative sparse coding
· Minimum Error Calculation 
· Verification
ROBUST SPARSE CODING ALGORITHM
Sparse coding modeled as 
  T = DX   (1)
                                                              (2)    
Here,   is noise level ,> 0. T is the test image to be recognized, D is dictionary of training sample .D = [  ,  ,….., is the column vector representing training sample of dictionary
sparse coding coefficient vector. Residual value e =    follows Gaussian or Laplacian distribution , when the test images may be have pose variance, occlusions or corruption. In that situation ,Eq (1)  or(2) becomes useless.To construct Robust model for effective face recognition,  construct Maximum Like hood Estimation of the  coding coefficient.                                            Dictionary rewritten as   D = [……….]. Here , represent the row vectors of dictionary.
 =   - X                                          i = 1, 2 ,……. n
		 e =     ,……. ]
Here, e is indepently and identically  distributed  under some function () , here  represent  distribution dependent parameter  . Maximum Likelihood estimation is modeled as           
 (  ,……. )  = ()                                                            (3)
So, objective function  for the equation (3) is defined below,
 =  (
Here (=  -ln ()
Maximum likelihood estimation of X for robust sparse coding can be modeled as
 (                                                     (4)
here ,is constant.Here,     ( funstion has properties as
1.  (  has minimum value of  (
1.  ( (
1.  (< ( when 
Equation (4),   transformed into iterative weighted sparse coding problem, in this outlier has lower weight.
WEIGHT ESTIMATION METHOD
Weight matrix has diagonal element W as
 =  ( )
                                =                                                                                              (5)  Here,  is positive scalar. Our objective functions can be rewritten as
 (e) =   (
 (e)  can be written as by using Taylors expansion approximation method,
 (e) =  () +  ( + (e)
 (is the derivation of  ().  () reaches its minimum value at e=0 ,      so  ( = 0.(e)  is the higher order residual term.
(e) =  0.5 W  ()
(e)  =  e +  b                                                  here b is  the constant scalar value  dependent on .So ,Equation(4) changed  by using this weighted coefficient
                                           (6)                   Here, minimization method transformed into weighted iterative method, with w is updated  by using last iterative value , this solved by l1 newton interior point method.W is the diagonal matrix , its diagonal value ( ))represent the weighted  value associated with each pixel value in the query test image. Here, 
( )  = (7)
are positive scalar. controls the decreasing rate from 1 to 0.controls the location of change.
FEATURE EXTRACTION USING EIGEN FACE
STEP1: LOAD DATA


STEP2: SUBTRACT THE MEAN

we calculate the mean of all training data set image. After calculating mean value , this is subtracted from all images. Compute average face vector
Subtract the  mean vector


STEP3: CALCULATE THE COVARIANCE MATRIX

Many data set have more than dimension , aim of this statistical analysis is to see the relationship between the dimension . Standard deviation and variance is mainly operated on 1 dimension , it calculate standard on each dimension independent of other dimension .STEP 4: CALCULATE EIGEN VECTORS AND EIGEN VALUES OF COVARIANCE MATRIX EIGEN VECTOR
First ,eigen vector is calculated from only square matrices. For example , n are square matrix , it has n eigen vector . Given   5 square matrix , it has 5 eigen vector.



STEP 5: CHOOSING COMPONENTS AND FORMING FEATURE VECTOR
	Here , eigen vector with highest Eigen value is the principle component of the data set .In general , once eigen vector is calculated from the covariance matrix  means , the next step is order them by Eigen value  like highest to lowest .This order gives the order of significance.
  In this ,  if we have  n dimensions in data ,we calculate n eigen value and n eigen vector  , then choose the first p Eigen vector , so finally it has only p dimensions. Form  new feature vector , from the set of eigen vectors.  Feature Vector = 
STEP 6: FORM NEW DATA SET
Finally , from the chosen  eign vector , form a new data set like
Final Data set  =  Row Feature Vector   Row Data Adjust.
Row Feature Vector– is the matrix  witheigen vector in the column transposed , so now eigen vector is in row with most significance eigen vector (highest) is top
Row Data Adjust – is mean subtracted data set of transposed.
CLASSIFICATION USING ITERATIVE SPARSE CODING
In face recognition problems, each face is treated as an mmatrix. There are various methods of mapping it to a single vector. This is called feature vector extraction. One of the most naive feature vector associated with an image is obtained by reshaping the matrix into an m vector. Assume there are k distinct classes of face data.
 Let be the collection of feature vectors that represent the ith class. This collection of features form the training set of the i th class. Each vector is called a training vector. Assuming  that there is sufficient number of training vectors for all the classes. Given any new arbitrary sample vector of the ith class, it can be approximated by a linear combination of the training vectors. Let Tbe the new vector, called the test vector, that belong to the I th class. Then T can be expressed as                   T = 
 - represent weight coefficient associated with training  vector.D = [  ,  ,….., is the column vector representing training sample of dictionary. T is the test sample used here,
                            T = DX
Here , Sparse coding coefficient used  to encode the identity of the test vector T over complete dictionary. Unlike the Nearest Neighbor(NN)  classifier or the Nearest Subspace(NS)  classifier , SRC uses the entire training set at a time to solve for X. The components of X are zeros except for those associated with the  particularclass. This  used to identify the class to which the test vector belongs , by using minimum residual error .This problem now reduced into linear programming  under the linear system of equation  T = DX.
This solution is Euclidian minimum norm. solution to the  above problem
  T = DX     
solution is not suitable for this kind of problem . Because , the solution can be dense i.e, there can be a large number of non-zero entries corresponding to coefficients of other classes and hence, may not be of much use in getting the identity of T. So  solution is not suitable for this kind of problem. Since the test vector is represented using the training vectors from the same class only, we are looking for a sparse solution, i.e., a solution with minimal  norm. The identity of  Tis determined by the sparsity structure of  X. Thus the problem is redefined as:
  T = DX    
These can now be solved using standard techniques like linear programming, Newton interior point algorithm.
ITERATIVE WEIGHTED SPARSE CODING ALGORITHM
INPUT:
T –test image
D- training sample
 - initialized as 
(All inputs should be in   unit norm form
OUTPUT:
X
begin
n = 1
STEP1: compute residual error value 
=  T -  
STEP 2: Estimate weight as
   =  
STEP 3:   Compute coding coefficient


is estimated by using equation (5) , (7)
STEP 4: Update coding coefficient
if          n = 1                 
else      n > 1              + 
where  0<<1  is define step size.can be  searched from  1 to 0 by line search process
STEP 5: compute reconstructed test image
=  D                 n = n + 1
STEP 6: Go to STEP1 until it convergence
DATASET USED - CHOKEPOINT DATASET
We used a video dataset, termed Chokepoint, designed for experiments in person identification/verification under real-world surveillance conditions using existing technologies. While a person is walking through a portal, a sequence of face images (ie. a face set) can be captured. Faces in such sets will have variations in terms of illumination conditions, pose, sharpness, as well as misalignment due to automatic face localisation/detection. The dataset consists of 25 subjects (19 male and 6 female) .The dataset has frame rate of 30 fps and the image resolution is 800X600 pixels. In total, the dataset consists of 48 video sequences and 64,204 face images. In all sequences, only one subject is presented in the image at a time.

In additional to the aforementioned variations, the sequences were presented with continuous occlusion. This phenomenon presents challenges in identify tracking and face verification.
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RESULT ON EMPLOYEE VIDEO(SINGLE)
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FIGURE 1 SPARSEVALUE ON ITERATION
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FIGURE 2 SPARSEVALUE ONITERATION2
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RESULTS ON FIRST VIDEO
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RESULTS ON INTRUDER VIDEO
FACE RECOGNITION  10thFRAME
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FIGURE 3 ERROR ON EACH CLASS
FACE RECOGNITION  20thFRAME
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FIGURE 4 SPARSEVALUE ON ITERATION1
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FIGURE 5  SPARSEVALUE ON ITERATION2
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FIGURE 6 ERROR ON EACH CLASS
FACE RECOGNITION  30thFRAME
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FIGURE 7 SPARSEVALUE ON ITERATION1
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FIGURE 8 SPARSEVALUE ON ITERATION2
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FIGURE 9 ERROR ON EACH CLASS
RESULT ON THIRD VIDEO
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FIGURE 10 SPARSEVALUE ON ITERATION1
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FIGURE 11 SPARSEVALUE ON ITERATION2
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FIGURE 12 ERROR ON EACH CLASS
FACE RECOGNITION  20thFRAME
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FIGURE 13 SPARSEVALUE ON ITERATION1
[image: ]
FIGURE 14 SPARSEVALUE ON ITERATION2
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FIGURE 15 ERROR ON EACH CLASS
FACE RECOGNITION  30thFRAME
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FIGURE 16 SPARSEVALUE ON ITERATION1
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FIGURE 17  SPARSEVALUE ON ITERATION2
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FIGURE 18 ERROR ON EACH CLASS
RESULTS ON UNKOWN VIDEO
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FACE RECOGNITION  10thFRAME
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FIGURE 19 SPARSEVALUE ON ITERATION1
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FIGURE 20 SPARSEVALUE ON ITERATION2
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FIGURE 21 ERROR ON EACH CLASS
FACE RECOGNITION  30thFRAME
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FIGURE 22 SPARSEVALUE ON ITERATION1
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FIGURE 23 SPARSEVALUE ON ITERATION 2
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FIGURE 24 ERROR ON EACH CLASS
FACE RECOGNITION  45thFRAME
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FIGURE 25 SPARSEVALUE ON ITERATION1
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FIGURE 25 SPARSEVALUE ON ITERATION2
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FIGURE 26 ERROR ON EACH CLASS
CONCLUSION
This paper brings altogether a new algorithm, representationsand insights which are generic and may well have broaderapplication in computer region and image processing. Finally,this paper presents a set of detailed experiments on difficult face detection .This data set includes faces under a wide range of conditionsincluding: illumination, scale, pose and camera variation.Nevertheless the system which work under this algorithm aresubjected to same set of conditions and but the algorithm isflexible enough to adjust according to the changing conditions.
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Abstract: Wireless sensor networks (WSNs) are increasingly used in many applications, such as volcano and fire monitoring, urban sensing, and perimeter surveillance. Today wireless sensor networks are broadly used in environmental control, surveillance tasks, monitoring, tracking and controlling etc. On the top of all this the wireless sensor networks need very secure communication in wake of them being in open field and being based on broadcasting technology. Different protocols or algorithms are designed to improve the energy of wireless sensor network. In this paper we discus about different data aggregation techniques to improve energy efficiency in WSN. In a large WSN, in-network data aggregation (i.e., combining partial results at intermediate nodes during message routing) significantly reduces the amount of communication overhead and energy consumption. Secure data transmission is a critical issue for wireless sensor networks (WSNs). Clustering is an effective and practical way to enhance the system performance of WSNs. Project show the feasibility of the SET-IBS and SET-DTA protocols with respect to the security requirements and security analysis against various attacks. The calculations and simulations are provided to illustrate the efficiency of the proposed protocols. The results show that the proposed protocols have better performance than the existing secure protocols for CWSNs, in terms of security overhead and energy consumption.
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I. Introduction
Wireless sensor networks are increasingly used in many sensor applications such as Volcano and fire monitoring, urban sensing and perimeter surveillance. Wireless Sensor Networks (WSNs) have been a subject of extensive research and have undergone explosive growth in the last few years. WSNs utilize collaborative measures such as data gathering, aggregation, processing, and management of sensing activities for enhanced performance. In many sensor applications, the data collected from individual nodes is aggregated at a base station or host computer. To reduce energy consumption, many systems also perform in-network aggregation of sensor data at intermediate nodes en route to the base station. Most existing aggregation algorithms and systems do not include any provisions for security, and consequently these systems are vulnerable to a wide variety of attacks. In particular, compromised nodes can be used to inject false data that leads to incorrect aggregates being computed at the base station. We discuss the security vulnerabilities of data aggregation systems, and present a survey of robust and secure aggregation protocols that are resilient to false data injection attacks.

A. Sensor Network
Sensor network is a group of self- organized, low priced sensor nodes and  creates network in spontaneous manner. The WSN combines sensing, computation and communication in a single small device, called Sensor Node. The sensor node mainly contains radio, battery, microcontroller and power devices. Another term of sensor node is “mote”. The sensors in a node provides the facility to get the data like pressure, temperature, light, motion, sound etc and capable of doing data processing.
B. Sensor Node:
Sensor node is the most important element in WSN. It is sensor node’s task to sense data, convert them to digital form and understand communication protocol to be able to send and receive data frames. To satisfy WSN’s common needs, such as flexible node deployment and easy network rearrangement, wireless communication between sensor nodes is often required. It is also a way to deal with wire inaccessibility. A Sensor node needs to be equipped with some physical resources in order to fulfill all these requirements. These resources can be divided into four subsystems.
· Sensor subsystem - senses values and converts them to digital form.
· Processor subsystem - stores gathered and configuration data in local memory, executes functions according to gathered data or received messages.
· Communication subsystem - enables node to exchange messages with other nodes in range.
· Power subsystem - supplies the other subsystems with power from batteries.

II. OBJECTIVE:
The Main objective of this project is to obtain the secure data transmission over cluster based wireless sensor network. The clusters are formed dynamically and choose cluster head (CH) which provide the security against the Malicious Node (attacker). Data are aggregated in Base Station (BS) using Synopsis Diffusion over Ring Topology. The presence of an attack-resilient computation algorithm which would guarantee the successful computation of the aggregate even in the presence of the attack.
III. PROPOSED WORK:
Secure data transmission is a critical issue for wireless sensor networks (WSNs). Clustering is an effective and practical way to enhance the system performance of WSNs. In this paper, we study a secure data transmission for cluster-based WSNs (CWSNs),where the clusters are formed dynamically and periodically. We propose two secure and efficient data transmission (SET) protocols for CWSNs, called SET-IBS and SET-DTA, by using the identity-based digital signature (IBS) scheme and the Decentralized Timestamp Authentication(DTA) scheme, respectively. In SET-IBS, security relies on the hardness of the Diffie-Hellman problem in the pairing domain. SET-DTA further reduces the computational overhead for protocol security, which is crucial for WSNs, while its security relies on the hardness of the discrete logarithm problem.


A. Cluster Formation:
 Dividing the sensor networks into small manageable units is called as clustering & process known as clustering process. Though the main reason behind the implementation of the clustering approach is to improve the scalability of the network (prolong), it is an important factor in achieving energy efficient routing of data within the network.  Study on energy efficient routing in WSN brings this two broad classification of approaches. They are, 
· Clustering approach 
· Tree based approach 

      In a wireless sensor network, cluster is a group of sensor nodes in which one node will act as a cluster head (CH), and remaining nodes will act as member nodes. Clustering helps in reducing the number of exchanged communications in wireless sensor network resulting in low consumption of battery power of individual sensor nodes. This increases the life span of the wireless sensor network. 
A cluster head is selected for each cluster based on the energy level of that node or distance based also. The main objective is to make only the cluster head communicate with the base station so that the remaining node can be put to a sleep state.
[image: ]
B. Base Station:
Besides sensor nodes, another fundamental item - a base station - can be found in WSN. In contrast to sensor nodes the base station possesses much more computational power, larger memory and is often connected to better energy source than batteries (e.g. power grid). One can look at the base station as an entry point to the WSN where the base station’s primary goal is to gather sensed data from sensor nodes in WSN. Other important objectives, the base station has to accomplish, might be data visualization and analysis. In some cases the base station also handles sensor network routing or node configuration. Furthermore, base station may forward collected data to a remote server application where much wider analysis of data from many WSNs can be performed. The base station, in our case, is composed of a transceiver (also called a gateway node), base station software and a host computer. Base stations are often thought of as just a central component that is used to gather data from distributed nodes.
C. Data Base: 
The glue for the entire system is the SQLite3 database. Database efficiency is very important since users need to query large amounts of data (for example to create a chart). Many database optimization methods are not effective for this application. All of the data is stored in its raw form and conversions are applied as users access the data
D. Data Aggregation:
The Base Station wants to collect the sensed information from the network. One common way is to allow each sensor node to forward its reading to the BS, possibly via other intermediate nodes. Finally, the BS processes the received data .Data aggregation approach is presumed as the collection of data and numerous queries from the user end are checked and transformed into low level schemes by a query processor. All data collected and aggregated is stored at a storage location in database server. Finally at last the data is aggregated by data cube approach and every one the aggregated data are going to be transfer to the base station for further use.
E.  Data Transmission:
	Secure data transmission is a critical issue for wireless sensor networks (WSNs). Clustering is an effective and practical way to enhance the system performance of WSNs. In this paper, we study asecure data transmission for cluster-based WSNs (CWSNs), where the clusters are formed dynamically and periodically. We propose two secure and efficient data transmission (SET) protocols for CWSNs, called SET-IBS and SET-DTA, by using the identity-based digital signature (IBS) scheme and the Decentralized Timestamp Authentication (DTA) scheme, respectively.
IV. THE PROPOSED SET-IBS AND SET-DTA PROTOCOL:
In this paper, proposed two novel SET protocols for CWSNs, called SET-IBS and SET-DTA, by using the IBS scheme and the DTA scheme, respectively. The proposed SET-IBS has a protocol initialization prior to the network deployment and operates in rounds during communication, which consists of a setup phase and a steady-state phase in each round. It introduces the protocol initiation and describes the key management of the protocol by using the IBS scheme, and the protocol operations afterwards.
The proposed SET-DTA scheme has following procedural steps:
 System Initial Setup Procedure The step by step description of the proposed SET-CTA scheme is as follows:
a. First of all, BS registers all the valid sensor nodes and also generates private key for all the register nodes,
b. In addition, Base Station also registers all the verified users and created their private keys.
c. When a sensor node A registers with the base station, it keeps the record of sensor nodes by storing the identity of sensor node with the sending time-stamp TS.
d. To provide the additional security against various attacks the BS sends registration information encrypted with the hash function H like (H (SIDA), TS).
e. After receiving the broadcasted information from the Base Station, all the sensor nodes present in the network will reply by sending their acknowledgements respectively. In addition, if a sensor node will not receive any information, it won‘t send any ACK to the Base Station. To the all silent nodes, the base station immediately resends the message again. In this proposed scheme it is assumed that the Base Station will never store generated secret keys of sensor nodes and users.
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A. Protocol Initiation and its operation:

An IBS scheme  propose a novel secure data transmission protocol by using IBS specifically for CWSNs (SET-IBS). The corresponding private pairing parameters are preloaded in the sensor nodes during the protocol initialization. In this way, when a sensor node wants to authenticate itself to another node, it does not have to obtain its private key at the beginning of a new round. Upon node revocation, the BS broadcasts the compromised node IDs to all sensor nodes, each node then stores the revoked IDs within the current round .The proposed SET-DTA consists of the following operations, specifically, setup at the BS, key management and signature signing of the transmitting sensor nodes and verification of the receiving sensor nodes. In this proposed scheme, we assume that, all the sensor nodes have knowledge of the current timestamp tc and the sending time-stamp ts.
After the protocol initialization, SET-IBS operates in rounds during communication. Each round consists of a setup phase and a steady-state phase. That all sensor nodes know the starting and ending time of each round because of the time synchronization. The operation of SET-IBS is divided by rounds as shown in Fig. 1, which is similar to other LEACH-like protocols. Each round includes a setup phase for constructing clusters from CHs, and a steady-state phase for transmitting data from sensor nodes to the BS.

V. [bookmark: page7]SCOPE OF THE PROJECT
This project describe New idea In the first phase, the BS derives a preliminary estimate of the aggregate based on minimal authentication information received from the nodes and In the second phase, the BS demands more authentication information from only a subset of nodes while this subset is determined by the estimation. At the end of the second phase, the BS can (locally) filter out the false contributions of the compromised nodes from the aggregate. And also we study a secure data transmission for cluster-based WSNs (CWSNs), where the clusters are formed dynamically and periodically.
VI. CONCLUSION AND FUTURE WORK

This paper presents a secure data transmission for cluster-based WSNs (CWSNs), where the clusters are formed dynamically and periodically the security issues of in-network aggregation algorithms to compute aggregates such as predicate Count and Sum. In particular, Secure and efficient data transmission in WSN using SET protocol showed the falsified sub-aggregate attack launched by a few compromised nodes can inject arbitrary amount of error in the base station’s estimate of the aggregate. An attack-resilient computation algorithm which would guarantee the successful computation of the aggregate even in the presence of the attack.The proposed SET-IBS and SET-DTA protocols have better performance than existing secure protocols for CWSNs Which achieves security requirements in CWSNs, as well as solved the orphan node problem in the secure transmission.
The Future work will focuses on developing new routing algorithms for routing the data from the source to the sink. This approach should confront with the difficulties of topology construction, data routing, loss tolerance by including several optimization techniques that further decrease message costs and improve tolerance to failure and loss. Later, I will simulating SEDT in WSN using SET protocol technique and compare it with some protocols to prove its efficiency.
 The deployment of sensor nodes in an unattended environment makes the networks vulnerable. Wireless sensor networks are increasingly being used in military, environmental, health and commercial applications. Sensor networks are inherently different from traditional wired networks as well as wireless ad-hoc networks. Security is an important feature for the deployment of Wireless Sensor Networks. Future researchers come up with smarter and more robust security mechanisms and make their network safer.
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Abstract
Verification and performance is a major challenge in face recognition. In this paper survey of all the score calibration in face recognition was discussed and the score calibration can be studied. The survey states the face recognition technique that recognize the people based on their facial images. The several issues can be influence face recognition systems, like low resolution, facial expressions, different illumination condition. The score calibration technique can provide additional information about the probe images to increase performance and verification of the face recognition technique.

I. INTRODUCTION
Face recognition is a type of biometric software application that can identify a specific individual in a digital image by analyzing and comparing patterns. Facial recognition systems are commonly used for security purposes but are increasingly being used in a variety of other applications. The Kinet motion gaming system, for example, uses facial recognition to differentiate among players. Facial recognition systems based on faceprints can quickly and accurately identify target individuals when the conditions are favorable.
Automatic face recognition in biometrics has applications that can be divided into three main groups: commercial, governmental and forensic applications [3]. An example of commercial face recognition is the user authentication process that is performed by mobile devices and personal computers. In governmental applications, automatic face recognition systems may be used in biometric passport verification or border control activities. For both commercial and government-related applications, the subjects usually cooperate with the system. In forensic applications, digital image evidence can be recovered from surveillance operations that often involve closed circuit television (CCTV) cameras.
Currently, a lot of facial recognition development is focused on smartphone  applications. Smartphone facial recognition capacities include image tagging and other social networking integration purposes as well as personalized marketing. A research team at Carnegie Mellon has developed a proof-of-concept iPhone app that can take a picture of an individual and -- within seconds -- return the individual's name, date of birth and social security number.
 Facebook uses facial recognition software to help automate user tagging in photographs. Here’s how facial recognition works in Facebook: Each time an individual is tagged in a photograph, the software application stores information about that person’s facial characteristics. When enough data has been collected about a person to identify them, the system uses that information to identify the same face in different photographs, and will subsequently suggest tagging those pictures with that person’s name.
Facial recognition software also enhances marketing personalization. For example, billboards have been developed with integrated software that identifies the gender, ethnicity and approximate age of passersby to deliver targeted advertising.
Face recognition is a specific and hard case of object recognition. The difficulty of this problem stems from the fact that in their most common form (i.e., the frontal view) faces appear to be roughly alike and the differences between them are quite subtle. Consequently, frontal face images form a very dense cluster in image space which makes it virtually impossible for traditional pattern recognition techniques to accurately discriminate among them with a high degree of success . Furthermore, the human face is not a unique, rigid object. Indeed, there are numerous factors that cause the appearance of the face to vary. The sources of variation in the facial appearance can be categorized into two groups: intrinsic factors and extrinsic ones 
. A) Intrinsic factors are due purely to the physical nature of the face and are independent of the observer. These factors can be further divided into two classes: intrapersonal and interpersonal . Intrapersonal factors are responsible for varying the facial appearance of the same person, some examples being age, facial expression and facial paraphernalia (facial hair, glasses, cosmetics, etc.). Interpersonal factors, however, are responsible for the differences in the facial appearance of different people, some examples being ethnicity and gender. B) Extrinsic factors cause the appearance of the face to alter via the interaction of light with the face and the observer. These factors include illumination, pose, scale and imaging parameters (e.g., resolution, focus, imaging, noise, etc.).
Several challenges emerge when images captured from mobile devices or CCTV cameras are used for face recognition. The issues that influence recognition performance include low resolution in the captured images, the pose of the subject, partial occlusions of the subject’s face and variable illumination [10].  Face recognition schemes appear to be at a disadvantage relative to their static counterparts in general, since they are usually hampered by one or more of the following: low quality images (though image quality may be enhanced by exploiting super-resolution techniques  cluttered backgrounds (which complicate face detection ); the presence of more than one face in the picture; and a large amount of data to process [71]. Furthermore, the face image may be much smaller than the size required by most systems employed by the recognition modules [202]. Generally, automatic face recognition systems compute a similarity score between a given probe sample and a model from a known identity. In authentication or verification applications of automatic face recognition, this score is compared to a threshold to classify the trial as either a client or an impostor. In forensic applications, interpreting the score is more complicated because legal decisions cannot be made directly by the automatic face comparison system but rather should be made by a judge or jury in court, after integrating information including several pieces of evidence. 
Various techniques have been developed, including image preprocessing to reduce illumination effects [11], feature normalisation. Score normalisation techniques, such as zeroand test score normalisation (ZT-norm), have also been shown to improve verification performance [15].
In the previous works on face recognition, the score normalisation technique via ZT-norm implementation [15] to the face recognition system. These works only focus on improving the system verification performance. Unlike the previous works, in this study,  it focus on the calibration performance and introducing calibration techniques for face recognition systems.
In the discussion,  the effects of calibration on score distributions produced by the face recognition system.
II. LITERATURE SURVEY

Several studies are made for the above said phenomena. R. Chellappa, C. L. Wilson, and S. Sirohey Ramos-Castro, D., Gonzalez-Rodriguez, J., Ortega-Garcia, J.: states most of these systems choose a few good frames and then apply one of the recognition techniques for intensity images to those frames in order to identify the individual.
F.i. Botti employed a two-layer RBF network for learning/training and used Difference of Gaussian (DoG) ]filtering and Gabor wavelet analysis for the feature representation, while the scheme from was utilized for face detection and tracking. 
J. Zhou take image sequences in which the pose of the person’s face changes from -90 degrees to 90 degrees. 
Cox et al.  reported a recognition performance of 95% on a database of 685 images (a single image for each individual) using a 30-dimensional feature vector derived from 35 facial features. 
One of the earliest such attempts was by Kanade, who employed simple image processing methods to extract a vector of 16 facial parameters - which were ratios of distances, areas and angles (to compensate for the varying size of the pictures) - and used a simple Euclidean distance measure for matching to achieve a peak performance of 75% on a database of 20 different people using 2 images per person (one for reference and one for testing).
Brunelli and Poggio, building upon Kanade’s approach, computed a vector of 35 geometric features (Fig. 1) from a database of 47 people (4 images per person) and reported a 90% recognition rate. However, they also reported 100% recognition accuracy for the same database using a simple template-matching approach.

Kaufman and Breeding reported a recognition rate of 90% using face profiles; however, they used a database of only 10 individuals.
Harmon et al. obtained recognition accuracies of 96% on a database of 112 individuals, using a 17-dimensional feature vector to describe face profiles and utilizing a Euclidean distance measure for matching.
 More recently, Liposcak and Loncaric reported a 90% accuracy rate on a database of 30 individuals, using subspace filtering to derive a 21- dimensional feature vector to describe the face profiles and employing a Euclidean distance measure to match them
Champod, I.C., Evett, I.W., Kuchler, B. describes forensic biometric fields such as fingerprint, earmarks and signature recognition, calibration is used to transform raw scores from biometric systems to LRs.
Günther, M., Wallace, R., Marcel, S. states to ensure reproducibility and comparability of our face recognition system, the evaluation protocols defined by the MOBIO and SCface databases and solely use open source software  to run our experiments.
Wallace, R., McLaren, M., McCool, C., Marcel, S. states ZT-norm is a combination of first applying Z-norm and then applying T-norm afterwards, which was shown to perform well for face recognition 
Brümmer, N., du Preez, J employees one way to give LR properties to the face recognition scores is through calibration, which is described as ‘the act of defining the mapping from score to LLR.’
L. Wiskott, J.-M. Fellous, N. Kruger et al. State-of-the art face recognition systems such as could in principle be used for this purpose, but there are several issues, specific to the forensic domain, which have to be addressed.
M. Y. Aulsebrook, W. A. Iscan, and J. H. Slabbert states a related field of forensic facial recognition is forensic facial reconstruction which aims to reproduce a lost or unknown face of an individual for the purpose of recognition or identification .
  P. Kenny, G. Boulianne, P. Ouellet, and P. Dumouchel states two of the most successful techniques in improving robustness to session variability for speaker authentication are inter-session variability modelling (ISV) and the related technique of joint factor analysis (JFA), which have been shown to reduce errors by more than 30%.
 M.J. Tarr and H.H. Bu¨ lthoff describesIllumination changes can vary the overall magnitude of light intensity reflected back from an object, as well as the pattern of shading and shadows visible in an image
W. Zhao, R. Chellappa, P. J. Phillips, and A. Rosenfeldet al.current face recognition solutions  are generally not sufficiently robust  to the variability in appearance of faces due to variations in pose, lighting conditions, facial expression and caused by imaging systems such as image quality, resolution and compression.
M. Y. Aulsebrook, W. A. Iscan, and J. H. Slabbert decribes a related field of forensic facial recognition is forensic facial reconstruction which aims to reproduce a lost or unknown face of an individual for the purpose of recognition or identification
Colin Aitken has carried out important and pioneering work in the application of multivariate analysis to the development of significance tests and likelihood ratios for the assessment of trace evidence, such as glass fragments found at a crime scene and on a suspect .
J. Gonzalez-Rodriguez, J. Fierrez-Aguilar, D. Ramos-Castro et al. a more complex technique involves principal component analysis of image pixels, such as in s, where a combination of eigenfaces and fisherfaces involving 180 dimensions was used.
III. FACE RECOGNITION
Automatic face recognition is the task of recognising people from their facial images. There are several challenges that influence automatic face recognition systems, like facial expressions, different illumination conditions, partial occlusions of the face, non-frontal pose and low image resolution.
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Fig.1.Process of face recognition

Before the person shown in an image can be identified,the face has to be detected. Since there is a need to investigate face recognition, rather than face detection, using the hand-labelled eye positions that are provided with the databases (cf. Section 5) to geometrically normalise the images. Images are then photometrically enhanced to reduce the influence of illumination, for example, using the method introduced in [11].From these preprocessed images, features that are useful for face recognition are extracted. Over the last few decades, numerous algorithms have been developed to extract different kinds of features like eigenfaces [25], local binary patterns [26], scale-invariant feature transform (SIFT) features [27] and Gabor features [28]. In addition, the way to extract features from raw pixel values has also been studied [29]. Using these features, a recognition algorithm is then executed, for example, linear discriminant analysis [30], the Bayesian intra-personal/extra-personal classifier [31], support vector machines [32], elastic bunch graph matching [33] or local Gabor binary pattern histogram sequences [34]. In this work, the face recognition system that was one of the best performing systems in [35], which relies on an ISV modelling in a Gaussian mixture model (GMM) framework using discrete cosine transform (DCT) block features.
To ensure reproducibility and comparability of our face recognition system, it strictly follow the evaluation protocols defined by the MOBIO and SCface databases and solely use open source software  to run our experiments. The database protocols define the setup of the face verification experiment by dividing the images into three groups: training set, development set and evaluation set. First, facial features are extracted from all images of the database. Next, the images from the training set are used to adapt the face recognition system to the conditions of the database. Then, for each client in the development set, the features of one or more of the client’s images are used to enrol a client model. The features of the remaining images from the development set are used to probe the system by computing similarity scores  between client models and probe features. Finally, the scores from the evaluation set are computed in a similar way. These scores can be directly used to compute the recognition performance of the system, but they can also be further processed by score normalisation, for example, ZT-norm or score calibration. 
Face recognition is used for two primary tasks:
1. Verification (one-to-one matching): When presented with a face image of an unknown individual along with a claim of identity, ascertaining whether the individual is who he/she claims to be.
2. Identification (one-to-many matching): Given an image of an unknown individual, determining that person’s identity by comparing (possibly after encoding) that image with a database of (possibly encoded) imagesof  known individuals.
There are numerous application areas in which face recognition can be exploited for these two purposes, a few of which are outlined below.
• Security (access control to buildings, airports/seaports, ATM machines and border checkpoints  computer/network security [4]; email authentication on multimedia workstations).
• Surveillance (a large number of CCTVs can be monitored to look for known criminals, drug offenders, etc. and authorities can be notified when one is located;
• General identity verification (electoral registration,banking, electronic commerce, identifying newborns, national IDs, passports, drivers’ licenses, employee IDs).
• Criminal justice systems (mug-shot/booking systems, post-event analysis, forensics).
• Image database investigations (searching image databases of licensed drivers, benefit recipients, missing children,immigrants and police bookings).
• “Smart Card” applications (in lieu of maintaining a database of facial images, the face-print can be stored in a smart card, bar code or magnetic stripe, authentication of which is performed by matching the live image and the stored template) [7].
• Multi-media environments with adaptive human computer interfaces (part of ubiquitous or contextaware systems, behavior monitoring at childcare or old people’s centers, recognizing a customer and assessing his needs) [8, 9].
• Video indexing (labeling faces in video) [10, 11].
• Witness face reconstruction [12].
As in [14], the features extracted from the preprocessed images are DCT block features. After the image is decomposed into several overlapping blocks, DCT features [image: ]
Fig. 1 Process of extracting DCT block features from a geometrically normalised image
In contrast to most approaches to face recognition, these features are not concatenated into a single long feature vector, but each feature is taken to be an independent observation of the same person. To enrol a model of a client, the distribution of DCT block features from one or more images from the client is modelled by a GMM. The enrolment process to create the client-specific GMM is twofold. First, a client-unspecific GMM – the so-called universal background model (UBM) UBM – models the distribution of features from an independent set of training
images that does not include images from clients. Secondly, the client-specific GMM λc is created by adapting the means of the UBM to the features of the client’s enrolment features
[14] while keeping the same covariance matrices as the UBM.
IV. CONCLUSION
In this paper the evaluations of calibration of a face recognition system based on the DCT block features are presented. Calibration produces scores in the form of LRs. It performed categorical calibration on the SCface database with subject-to-camera distance as a category. And it  showed that categorical calibration improves face recognition performance in terms of calibration and verification compared to a system with linear calibration, by incorporating additional information about the probe images in the calibration process.
Through this paper, Its hope to encourage further research in the area of calibration for face recognition using the categorical calibration technique, since it can be applied to other categories such as pose, illumination and expression to reduce the impact of these image variations from the face recognition process. Researchers are encouraged to utilize our open source software package, which is easily understandable, well-documented and tested.
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Abstract—Effective software effort estimation is one of the most challenging and tedious activities in software development. Software estimation process includes estimating the size of the software product to be produced, the effort required in terms of personmonths and developing the preliminary project schedules. Nearly one-third projects are late delivered and two-thirds of all major projects substantially over run their original estimates. The needed resources and required schedules for software development projects have to be accurately estimated. Software effort is calculated based on size of the projects. In direct approach the size is measured in Lines Of Code (LOC) and in indirect approach the size is measured in Function Points (FP). In this paper a comparative analysis of various effort estimation techniques such as Basic COCOMO, Intermediate COCOMO, COCOMOII, and Function Point 
Analysis are done. Also the application of machine learning techniques such as Fuzzy Logic and Genetic Algorithm are done to optimize the effort estimation. The analysis is being performed to obtain the most feasible and appropriate method for software effort estimation. 
 
Keywords— Software effort estimation, Constructive Cost Model (COCOMO), Kilo Lines of Code 
(KLOC), Fuzzy Logic, Genetic Algorithm. 
 I.    INTRODUCTION 
Software effort estimation is one of the important activities of software development. It  is a continuing activity which starts at the proposal stage and continues throughout the lifetime of a project. Out of the three principal components such as hardware costs, travel and training costs and effort costs, the effort cost is dominant. There are several techniques for software effort estimation: 
 
· Algorithmic Model 

· Expert Judgment Method 

· Estimation by Analogy

· Non Algorithmic Model

a) a) Algorithmic Model 
The algorithmic method is designed to provide some mathematical equations to perform software estimation. These mathematical equations are based on research and historical data and use inputs such as Source Lines of Code SLOC, number of functions to perform and other cost drivers and scale factors such as product complexity, skill-levels, risk assessments, development flexibility etc. The algorithmic methods have been largely studied and there are lot of models have been developed, such as COCOMO models, Putnam model, and Function points based models. It is able to generate repeatable estimations. It is easy to modify input data, refine and customize formulas. It is efficient and able to support a family of estimations or a sensitivity analysis. It is objectively calibrated to previous experience.  
 


b) Expert Judgment Method  
Expert judgment techniques involve consulting with software cost estimation expert or a group of the experts to use their experience and understanding of the proposed project to arrive at an estimate of its cost. The method is conducted in writing and does not require face-to-face meetings. Helps to keep attention directly on the issue and allows a number of experts to be called upon to provide a broad      range of views. It is an inexpensive method. The disadvantage is that it is more time consuming and has the tendency to eliminate extreme positions and force a middle-of-the-road consensus. 
c) Estimation by Analogy 
Estimating by analogy means comparing the proposed project to previously completed similar project where the project development information id known. Actual data from the completed projects are extrapolated to estimate the proposed project. Easy to understand the basis for an estimate and is useful where the domain is difficult to model. It can be used with partial knowledge of the target project. The disadvantage is that the availability of an appropriate analogue and Factors affecting effort might have changed over time. Prediction would occur for most situations and many analogies have to be referred. 
 
d) Non Algorithmic Method 
Number of studies have shown algorithmic models tend to be inaccurate and inconsistent with errors. One possible reason why these models have not proven fruitful is that they are often unable to adequately model the complex set of relationships that are evident in many software development environments. It can be the case that a model is successful within a well-constrained environment, however, few are flexible enough to perform well outside their domain. Soft computing techniques such as fuzzy systems, neural networks, genetic programming and particle swarm optimization are the alternative approaches to effort prediction. These techniques could optimize the results by tuning the parameters of the estimation model and provide better effort estimation.   
 II.    ALGORITHMIC ESTIMATION MODELS A. Basic COCOMO Model: 	 
COCOMO model is an algorithmic software effort estimation model. It uses a basic regression formula with historical data parameters, current as well as future project characteristics. It has been derived from the analysis of 63 software projects. 
Any algorithmic model has the form: 
Effort= a * (SIZE)b  [person-months] 
 
Duration= c * (Effort)d  [months] 
 
Average Staff= (Effort/Duration) [persons] 
                                                                             
Where ‗a‘, ‗b‘, ‗c‘ and ‗d‘ are empirically determined constants which depends upon the class of the project it belongs, Size of the project is length of the code in Kilo Lines Of Code (KLOC).  
 
Table 2.1 Empirical Constants 
	Class  of 
Project 
	Project 
Size  
	  a 
	 b 
	c 
	d 

	Organic 
	Less than 50 KLOC 
	2.4 
	1.05 
	2.5 
	0.38 

	Semi-
Detached  
	50 – 300 
KLOC 
	3.0 
	1.12 
	2.5 
	0.35 

	Embedded 
	Over 300 
KLOC 
	3.6 
	1.2 
	2.5 
	0.32 


 
B. Intermediate COCOMO Model: 
 Intermediate COCOMO computes software development effort as function of program size and a set of "cost drivers" that include subjective assessment of product, hardware, personnel and project attributes. Each of the 15 attributes receives a rating on a six-point scale that ranges from "very low" to "extra high" in terms of importance or value. An effort multiplier will be given a constant value based upon the rating assigned to it. The product of all effort multipliers results in an effort adjustment factor (EAF). 
Effort = a *(KLOC)b* EAF [person-months] 
C. COCOMO II Model: 
COCOMO II is the latest major extension to the original COCOMO. It could overcome the limitations of calculating the costs for non-sequential, rapid development, reengineering and reuse models of software. COCOMO II adjusts for software reuse and reengineering where automated tools are used for translation of existing software. Effort calculation is been done by using the previous formula. Here the Effort Adjustment Factor is derived from Cost 
Drivers and the values of ‗b‘ and ‗d‘ are obtained from Scale Factors which are termed as exponent and Schedule equation respectively. 
Table 2.2 Scale Factors 
	Scale Factors 
	Description 

	Precedentedness (PREC) 
 
	Previous experience of the organization 

	Development Flexibility 
(FLEX) 
	Degree of flexibility in the development process 

	Risk Resolution (RESL) 
	Extent of risk analysis carried out 

	Team Cohesion (TEAM) 
	Team interaction and work with each other  

	Process Maturity(PMAT) 
	Process maturity of the organization 


 
Table 2.3 Cost Drivers 
	Cost Drivers 
	Description 

	RELY 
	Required Software Reliability 

	DATA   
	Size of Data Base used 

	CPLX    
	Product Complexity 

	RUSE   
	Reusable components percentage 

	DOCU  
	Extent of documentation required  

	TIME   
	Execution time constraints 

	STOR  
	Memory constraints 

	PVOL  
	Volatility of development platform 

	ACAP   
	Capability of project analysts 

	PCAP  
	Programmer capability 

	PCON 
	Personnel continuity  

	PEXP  
	Experience in project domain 

	AEXP 
	Analyst experience  

	LTEX  
	Language and tool experience 

	TOOL  
	Use of software tools 

	SITE 
	Extent of multi-site working 

	SCED 
	Development schedule 



D. Function Point Analysis: 
Function Point Analysis is a standardized method for measuring the various business functions of a software application. This would measure the software development and maintenance independently of technology used for implementation. The process is simple enough to minimize the overhead of the measurement process. It is a consistent measure among various projects and organizations. In the function point calculation initial FP has been calculated with the help of data functions and transactional functions. The data functions are: 
· Internal Logical File(ILF)  
· External Interface File (EIF)  
The transactional functions are: 
· External Input(EI)  
· External Output(EO)  
· External Inquiry(EI)  
The actual calculation process consists of three steps: 
1. Determination 	of 	unadjusted 	function points(UFP)  
2. Calculation of value adjustment factor(VAF)  
3. Calculation of final adjusted functional points. 
     Table 2.4 Unadjusted Function Points 
	Function Type 
	Low 
	Average 
	High 

	External Input 
	__ X 3 
	__ X 4 
	__ X 6 

	External Output 
	__ X 4 
	__ X 5 
	__ X 7 

	Internal File 
	__ X 7 
	__X 10 
	__X 15 

	External Interface 
	__ X 5 
	__ X 7 
	__X 10 

	External Inquiry 
	__ X 3 
	__ X 4 
	__ X 6 



The first step of calculation of UFP is done using the below equation: 
UFP =    (
 
)WijXij ,  
where W is the weight and X is the type of function.  (
 
)              The second step of calculation of Value Adjustment Factor (VAF) is derived from the sum of the Degree of Influence (ranges from 0 to 5) of the 14 general system characteristics (GSCc) which is termed as Total Degree of Influence (TDI).  
VAF = 0.65 + 0.01 * [image: ]TDI 
The final FP is calculated using the Unadjusted FP and the VAF which gives the adjusted function point. It is calculated as 
 
FP = UFP * VAF 
 
This FP has been converted into corresponding LOC where the average number of source code statements per function point has been derived from historical data for numerous programming languages. Then the converted size has been given as the input to calculation of effort in Cocomo model. 
 
III.    MACHINE LEARNING TECHNIQUES 
 
 The machine learning techniques such as Fuzzy Logic and Genetic Algorithm are applied to the attributes of the effort estimation model to improve the accuracy of the calculation of software effort. These techniques help to tune the coefficients of the estimation technique such as COCOMO and to bring out the most feasible method to estimate software effort. 
[image: ]
 
Fig. 1. System Architecture A)   Fuzzy Logic: 
Fuzzy Logic deals with imprecise, vague, incomplete data. It provides a theory of unsharp boundaries and used to solve problems that are too complex to be understood qualitatively. It would mimic a person‘s decisions. The main components of Fuzzy System are: 
	 	Fuzzifier 
	 	Fuzzy Rule Base 
	 	Fuzzy Inference Engine 
	 	Defuzzifier 
B)   Genetic Algorithm:     
   Genetic algorithms are optimization algorithms in evolutionary computing techniques. It is a natural heuristic algorithm that is used to find the exact and approximate solutions. It does not require any form of smoothness in which the problem state space need not be continuous. This algorithm works fast especially when tuned to the domain on which it is operating. This is inherently parallel in nature where the evaluation of individuals within a population can be conducted simultaneously. Four main components are: 
· Chromosome 
· Initial Population 
· Operator Set o Selection o Crossover o Mutation 
· Fitness Function         
The algorithm works as follows:                    
Step1: Generation of initial population: Individuals are created randomly. A specific chromosome structure is chosen. 

A membership function (MF) is a curve that defines how each point in the input space is mapped to a membership value (or degree of membership)   between 0 and 1. Triangular membership function is defined by its lower limit a, its upper limit b, and the modal value m, so that a <m <b. Membership function µ(x) is defined as: 
 (
 
 
)
        xxxx|xxxx|xxxx|xxxx 
          a        b        c        d 
Fig. 2. COCOMO Model coefficients 
Each of 4 COCOMO model coefficients is expressed by 4 genes, containing integer numbers from 0 to 9. The first gene contains an integral part of a coefficient; the remaining 3 are the fractions. 
 
Step2: Calculation of Effort and Duration: Effort and TDEV(development time) are being calculated for each project j in the training set, using the coefficients from an individual i by using the equations given below: 
            [image: ] [image: ]            	  
[image: ]  
Step3: Fitness Calculation: To calculate individual i fitness for the project j the following equations are used:     
[image: ]
Where ‗i‘ is individual number, ‗j‘ is project number, 
‗R‘ and ‗P‘ are real and predicted project respectively 
Step4: Evaluate individual: For the calculation of the individual fitness, the below equation is used. It is calculated as the average value of all project specific fitness values of an individual obtained in previous step. In this specific task, the fitness value depends on the difference between real development time and predicted development time; therefore, the fitness function value should be minimized. 
[image: ] 
Where ‗n‘ is number of projects. 
 
Step5: Checking the stopping condition: The stopping condition defines when the algorithm must be finished. The iteration number is defined as a stopping condition. As an alternative condition the best (minimal) and average fitness of the population can be used. 
 
Step6: Selection: The roulette wheel selection is used to form a set of individuals that will take part in crossover. 
Step7: Crossover: Using individuals, selected in a previous step, new individuals are generated. The npoint crossover is used, which is the simplest crossover and can be easily replaced by another crossover type. 
Step8: Mutation. During the mutation step, none or a small number of individuals is randomly selected. The probability to be selected should be low, typically about 10%. For each individual a random scheme of mutating genes is defined. The mutating genes are assigned new randomly generated integer numbers in a range from 0 to 9. 
Step9: Generate the new population. During this step, the new population is formed. A number of strategies for running this step exist. The proposed algorithm applies the strategy that is based on concurrency among parents and children. The best individuals among parents and children are chosen using the same selection method applied to the step 6. As an option the elitism can be added to the strategy, insuring that the best solution will not be lost. 
 
IV.     EVALUATION AND RESULT 
 	 Effort estimation involves estimation of development time, number of persons required to finish a particular project and the effort in terms of person months for that project. Calculation is done using Basic COCOMO, Intermediate COCOMO and COCOMO II model and found that COCOMO II provide better appropriate values. Hence the attributes such as Scale factors and Cost drivers are fuzzified and the estimation is made. The value is defuzzified to get the crisp output. Fuzzy logic has been applied to Cocomo2 model to increase accuracy level. The figure below shows the calculation of effort, development time and staff for the concerned projects using the fuzzy applied COCOMO II model. The results are compared with actual effort.  
 (
 
) 
Fig. 3. Estimation Fuzzy applied model 
 
Comparative analysis of Effort estimation by various models such as Basic Cocomo, Intermediate Cocomo81 and Cocomo II is done and Cocomo II provides the more accurate result compared to other models. The results obtained by various models are compared along with the Fuzzy applied model.   
[image: ] 
Fig. 4. Comparison of Cocomo models 
 
Comparative analysis of Effort estimation by Function Point model and Fuzzy Logic applied to Function Point model is done. Fuzzy logic has been applied to Function point components and system characteristics are done to increase the accuracy level. The results are compared with actual effort and is shown in the below figure in the form of bar chart. 
 
[image: ] 
Fig. 5. Comparison of Function Point models 
 
Optimized COCOMO coefficients using genetic algorithm provide more accurate project effort than the current COCOMO model coefficients. The obtained experimental effort prediction results are shown in below table. 
 
Table 4.1 Estimated Effort values  
 
	
 
No. 
	 
 
KLOC 
	 
 
Actual 
Effort 
	Calculated 
TDEV 
using coefficients optimized by GA 
	Calculated 
TDEV 
using 
COCOMO 
model 
coefficients 

	1 
	14 
	60 
	65 
	38 

	2 
	10.4 
	50 
	38 
	28 

	3 
	12.8 
	62 
	47 
	35 

	4 
	15.4 
	70 
	79 
	42 

	5 
	16.3 
	80 
	93 
	45 


 
Performance analysis of the estimation models is done by the measure of the average estimation accuracy which is done by calculation of Magnitude of Relative Error (MRE). 
 
[image: ] 
The mean magnitude of relative error (MMRE) is calculated as below: 
[image: ] 
Where ‗actual‘ is the actual effort value and 
‗estimate‘ is the estimated effort value. 
 
     Table 4.2 Performance Analysis using MMRE  
 
	Effort Estimation Models 
	MMRE 

	Basic COCOMO 
	2.69880 

	Intermediate COCOMO 
	2.50000 

	COCOMO II 
	2.07266 

	COCOMO _ Fuzzy 
	1.16133 

	Function Point 
	1.52540 

	Function Point _ Fuzzy 
	0.93137 

	Genetic Algorithm _ COCOMO 
	0.52486 


 
V.     CONCLUSION 
 
This paper has presented an analysis overview of a variety of software estimation methods. Algorithmic models require as inputs, accurate estimate of certain features such as line of code (LOC), and project complexity and so on that are complicated to take during the early phase of a software development project. The models also have complexity in modelling the intrinsic difficult relationships among the contributing features, are incapable to handle categorical data as well as lack of analytical ability. The restrictions of algorithmic models direct to the investigation of the nonalgorithmic techniques that are soft computing based which includes Fuzzy Logic and Genetic Programming. Again as a comparative analysis, genetic programming can be used to fit complex functions and can be easily interpreted. Particle Swarm Optimization and Genetic Programming can find a more advanced mathematical function between KLOC and effort. So the research is on the way to combine different techniques for calculating the best estimate. 
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Abstract - Main concerns in data mining investigation is social controls of data mining for handling ambiguity, noise, or incompleteness on text data. We describe an innovative approach for unplanned text data detection of community networks achieved by classification mechanism. In a tangible do main claim with humbles secrecy backgrounds provided by community network for evading annoying content is presented on consumer message partition. To avoid this, mining methodology provides the capability to unswervingly switch the messages and similarly recover the superiority of ordering. Here we designated learning centered mining approaches with pre-processing technique for complete this effort. Our involvement of work compact with rule -based personalization for automatic text categorization which was appropriate in many dissimilar frameworks and offers tolerance value for permits the background of comments conferring to a variety of conditions associated with the policy or rule arrangements processed by learning algorithm. Remarkably we find that the choice of classifier has predicted the class labels for control the inadequate documents on community network with great value of effect.
Keywords—text mining, learning based methods, automatic text categorization, community network 
1. INTRODUCTION
Data mining is the process to discover interesting knowledge from large amounts of data. Recent research projects in two closely related areas of computer science is  machine learning and data mining that have been developed methods for constructing statistical models of network data. Examples of such data include social networks, networks of web pages, complex relational Databases and data on interrelated people, places, things, and events Extracted from text documents. Web content Mining is used to discover useful and relevant information from a large amount of Data. In community network, information can be used for a different purpose but there is the possibility of posting (or) commenting other posts on particular public (or) private areas. Automatic text classification is mainly used to give user the ability to control the message written on their own walls by filtering out unwanted messages the course of action of analyzing data from different perspectives and summarizing it into useful information that can be used to increase revenue, cuts costs, or both. Automatic text classification has always been an important application and research topic since the  Inception of digital documents. Today, text classification is a necessity due to the very large amount of text documents that we have to deal with daily. In general, text classification includes topic based text classification and text genre-based classification. Topic-based text categorization classifies documents according to their topics. Texts can also be written in many genres, for Instance, scientific articles, news reports, movie reviews, and advertisements. Automated text classification is attractive because it frees organizations from the need of manually organizing document bases, which can be too expensive, or simply not feasible given the time constraints of the application or the number of documents involved. The accuracy of modern text classification systems rivals that of trained human professionals, thanks to a combination of information retrieval (IR) technology and machine learning (ML) technology.
Text mining or knowledge discovery from text (KDT) deals with the machine supported analysis of text. It uses methods from information retrieval, natural language processing (NLP) information extraction and also connects them with the algorithms and methods of Knowledge discovery of data, data mining, machine learning and statistics. Current research in the area of text mining tackles problems of text representation, classification, clustering, or the search and modeling of hidden patterns. Text mining usually involves the process of structuring the input text.
Some of the technologies that have been developed and can be used in the text mining process are information extraction, topic tracking, summarization classification, clustering, concept linkage, information conception, and question answering. In this new and current area of technology, developments and techniques, efficient and effective, document classification is becoming a challenging and highly required area to capably categorize text documents into mutually exclusive categories. Text categorization is an upcoming and vital field in today’s world which is most importantly required and demanded to efficiently categorize various text documents into different categories.
The aim of the present work is experimentally evaluate an automated system with text categorization techniques for automatically assign text message. The major efforts in building a rule based text classifier are concentrated with selection of discriminate features. The solution is we inherit the learning model and the elicitation procedure for generating pre-classified data. 
OVERVIEW 
1. Chapter 1 Discusses about the basis of data mining and  text mining and issues related to the social impact on community network
1. Chapter 2Express the technologies related to the proposed system
1. Chapter 3 Deals with related work and models explanations.
1. Chapter4 System constructions and implementation outline are explained in this section. 
1. Chapter 5 Deals with the system output design and classification result 
1. Chapter 6 Results of the proposed model in term of error rate values for each class model

II. LITERATURE OVERVIEW
A literature review is a description of the literature relevant to a particular field or topic. It gives an overview of what has been said, who the key writers are, what are the prevailing theories and hypotheses, what questions are being asked, and what methods and methodologies are appropriate and useful.
Techniques for text data classification
This chapter explains about the various papers that are published related to the text classification and ML techniques with different classification technique.

1. BoosTexter: A Boosting-based System for Text Categorization Robert E Schapiro, Yoram Singer [2000] suggested the goal of the learning algorithm is to predict all and only all of the correct labels. Thus, the learned classifier is evaluated in terms of its ability to predict a good approximation of the set of labels associated with a given document. In the second extension and the goal is to design a classifier that ranks the labels so that the correct labels will receive the highest ranks. Suffer from over fitting problem.
2. Content-Based Book Recommending Using Learning for Text Categorization Raymond J. Mooney, Loriene Roy [2011] suggested Recommender systems improve access to relevant products and information by making personalized suggestions based on previous examples of a user's likes and dislikes. By contrast, content-based methods use information about an item itself to make suggestions. This approach has the advantage of being able to recommend previously unrated items to users with unique interests and to provide explanations for its recommendations. Availability of data inconsistency.
3. Content-based Filtering in On-line Social Networks, M. Vanetti, E. Binaghi, B. Carminati, M. Carullo and E. Ferrari[2010] proposed work is early encouraging results we have obtained on the classification procedure prompt us to continue with other work that will aim to improve the quality of classification. Additionally, we plan to enhance our filtering rule system, with a more sophisticated approach to manage those messages caught just for the tolerance and to decide when a user should be inserted into a BL. 
4. Inductive Learning Algorithms and Representations for Text Categorization, Susan Dumais, John Platt, David Heckerman, Mehran Sahami[2012]It describe results from experiments using a collection of hand-tagged financial newswire stories from Reuters. We use supervised learning methods to build our classifiers, and evaluate the resulting models on new test cases. Low Performance for Highly Co-related Features
5.  A System to Filter Unwanted Messages from OSN User Walls, Marco vanity, elisabetta binaghi, Elena Ferrari [2013] suggested the fundamental issue in today On-line Social Networks (OSNs) is to give users the ability to control the messages posted on their own private space to avoid that unwanted content is displayed. Up to now OSNs provide little support to this requirement. To fill the gap, a system allowing OSN users to have a direct control on the messages posted on their walls. This is achieved through a user to customize the filtering criteria to be applied to their walls, and a Machine Learning based soft classifier automatically labeling messages in support of content-based filtering. 
6. Maximum Likelihood Estimation for Filtering Thresholds. Zhang and J. Colane [2010] suggested the filtering system examines a document flow to find documents that match the information needs described by profiles consisting of queries and related context or history. Filtering systems based on statistical models use a numeric score to indicate how well a document matches a profile, and only disseminate a document when its score is above some threshold and the system may be provided with relevance judgments for the document classification. Low Classification Accuracy
7. Document Categorization by Term Association Narmada Mahindra [2012] A good text classifier is a classifier that efficiently categorizes Large sets of text documents in a reasonable time Frame and with an acceptable accuracy, and that provides Classification rules that are human readable for possible Fine-tuning. We present a Novel approach for automatic text categorization that borrows from market basket analysis techniques using association Rule mining in the data-mining field. Number of term increase & required large physical memory
8. Collaborative filtering for People to People Recommendation in Social NetworksM.J. Pazzani and D. Billson [2011] states predicting people other people May like has recently become an important task in many online social networks. Collaborative filtering methods to enable people to people recommendation. Users can be similar to other users in two ways – either having similar “taste” for the users they contact, or having similar “attractiveness” for the users. Demographic Filtering and Multi-criteria Ratings is required for classification process.
9. Machine learning text categorization in osn to filter unwanted messages, Chou and H. Chen [2008] suggested Major issue in OSN (Online Social Network) is to preventing security in posting unwanted messages to avoid this issue, BL mechanism is proposed in this paper, which avoids undesired creators messages. BL is used to determine which user should be inserted in BL and decide when the retention of the user is finished. Conditional independence is violated by real world data.
III METHODOLOGY
The methodologies of the research work shows in figure 1. It begins with data collection and performs the data preprocessing for making data consistence. After pre-process the data indexing used to assign the weight for each class label based on statistical methods. Classification provide a set of classification rules that can be used later to evaluate a new case and classify in a predefined set of classes. The accuracy of predictions made about an instance after classifier evaluation.
3.1 DATA COLLECTION
Document gathering is major step of classification method and then Data Pre-processing is a step which used to presents the documents into clear arrangement. In a representation phase the document has to be converted from the full text version to a document vector. The main idea of Feature collection (FC) is to select subsection of features from the original documents. FC is performed by keeping the words with highest score according to predetermined measure of the importance of the word. By matching the different classifiers, based on the performance results best classifier should be preferred by the following measures such as  True positive, true negative, false positive, false negative should denoted as TP, TN, FP, FN. Here the DC process may consist of following steps to formulate the input data as...
· DC may be formalized as the assignment of resembling the unidentified objective function
· Φ : D × C → {T,F} (that describes how documents should to be classified , conferring to a supposedly authoritative expert) by means of a function
Φ: D×C → {T, F} terms the classifier
Where C = {c1.  . . c|C|} is a predefined set of groups
D is a (feasibly infinite) set of documents.
If Φ (dj, ci) = T,
               Then dj is positive instance (or a member) of ci,  
Else if Φ (dj, ci) = F is a negative instance of ci
3.2 PRE-PROCESSING
After the collection stage the Data may give poor results due to class imbalance problem so we need to identify the problem in an initial phase and then only the documents prepared for classification that may represented by a great amount of features. Commonly the steps in pre-processing taken here as follows,
Tokenization: A document is treated as a string, and then partitioned into a list of tokens.
Removing stop words: Stop words such as “the”, “a”, “and”, etc. are frequently occurring, so the insignificant words need to be removed.
Stemming word: Applying the stemming algorithm that converts different word form into similar canonical form. This step is the process of conflating tokens to their root form, e.g. connection to connect, computing to compute.
3.3 DATA INDEXING
The document representation or indexing is one of the pre-processing techniques that are used to reduce the complication of the documents and make them easier to switch. The document has to be transformed from the full text version to a document vector. The most commonly used document representation is called vector space model (SMART).Documents are represented by vectors of words. Usually, one has a collection of documents which is represented by word by word document environment.VSM representation scheme has its own limitations. Some of them are high dimensionality of the demonstration, loss of correlation with adjacent words and loss of semantic relationship that exist among the expressions in a document. After pre-processing and indexing the important step of text classification, is feature selection. It constructs vector space, which improves the scalability, effectiveness and accurateness of a text classifier. The main idea of Feature collection (FC) is to select subset of features from the original documents. FS is performed by keeping the words with highest score according to predetermined measure of the importance of the word.
3.4 RULE BASED CLASSIFICATION
The aim of the classification is to build a classifier based on some cases with some attributes to describe the objects or one attribute to describe the group of the objects. Rules based classification method uses the rule-based inference to classify documents to their annotated categories a popular format for interpretable solutions is the conjunctive normal form model. It is recommended to reduce the size of rules set without affecting the performance of the classification. The commercial value being able to classify documents automatically by content. Reasonable amount of labeled data with automatic classification can do to predict the classification accuracy.

Figure1:- System Flow
IV EXPERIMENTAL SETUP
Here we have carried out the entire module of the classification and start by relating the dataset. Here we have three main steps are Data collection, Data preprocessing and Classification process, evaluation. In the figure 1, we have explained the entire experimental arrangement of classification procedure. Here in the primary step web data are collected from the different categories of community networks. We included two datasets for test and training model. These records are given to WEKA. From the key input files, we execute the removal of stop words and stemming function. Behind that we have generated text to term matrix whose value gives the count of each word in each web data. Then each term is assigned TF-IDF function for modeling the data from the web. Finally we apply the classification algorithms to produce the classification outcome. The Task is to Building a model for classifying the messages posted in community network. Our data source was selected only message where the user was expressed with posted messages represented in numerical value (other conventions varied too widely to allow for automatic processing). Collected Messages were automatically into the following categories are hate, love, natural, sex, violence, casual, profile, contact, like and unlike, post, status & command messages. For the work described in this paper, we concentrated only on discriminating between the above message type for identify the messages under the form of bad and good text data in data source. It was achieved by Weka is a collection of machine learning algorithms for data mining tasks. At first we have to Generating datasets for experiments then Convert the data into an ARFF, CSV, and C4.5, XRFF format and load data to perform the pre-processing and classification.
WEKA, formally called Waikato Environment for Knowledge Learning, is a computer program that was developed at the University of Waikato in New Zealand for the purpose of supports many different standard data mining tasks.
                1.  Preprocess - used to choose the data file to be used by the application.
2. Classification - used to test and train different learning schemes on the preprocessed data file under experimentation. 
     3. Evaluation - Evaluation on training data and test data.

VI IMPLEMENTATION OUTLINE 
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(A) DATA SOURCE
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(B) DATA INDEXING VALUES
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C. Loading the input data and perform the DATA PRE-PROCESSING
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D.Perform classification using RULE model for training data.
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F. Classification Result for test data


G. Concurrence relation between building time and ER accuracy

VI   RESULTS OF THE PROPOSED MODEL IN TERM OF ERROR RATE VALUES FOR EACH CLASS MODEL
	
Method
	
Building time (sec)
	
Correlation coefficient
	
Mean absolute error
	
Root mean squared error
	
Relative absolute error
	
Root relative squared  error

	Multi layer perception
	
5.19
	
0.8413
	
0.1812
	
0.278
	
36.266 %
	
55.6776 %

	bagging

	
0.13

	
0.9067
	
0.879
	
0.210
	
17.5922%
	
42.1219%

	M5 rules
	
0.31
	
0.9058
	
0.0982
	
0.211
	
19.6558%
	
42.33%

	MSP
	
0.13
	
0.9019
	
0.1201
	
0.271
	
24.0416%
	
43.4888%


	RBFN
	
0.09
	
0.6114
	
0.3186
	
0.395
	
63.7571%
	
79.0279%


	Rule based model
	
0.06
	
0.7445
	
0.2231
	
0.333
	
44.647%
	
66.6698%


	Linear regression

	
0.19
	
0.8475
	
0.1808
	
0.265
	
36.1913%
	
53.0095%


Table I – Evaluation on training data

Figure 3 .The proposed model analysis for training data
	
Method
	
Building time (sec)
	
Correlation coefficient
	
Mean absolute error
	
Root mean squared error
	
Relative absolute error
	
Root relative squared  error

	Multi layer perception
	
5.79
	
0.8872
	
0.1373
	
0.2337
	
27.5191%
	
46.7973%

	bagging

	
0.17
	
0.9086
	
0.087
	
0.2087
	
17.4274%
	
41.7816%

	M5 rules
	
0.36
	
0.9079
	
0.1001
	
0.2098
	
20.0656%
	
41.9968%

	MSP
	
0.09

	
0.9045

	
0.1158
	
0.2145
	
23.2101%
	
42.9381%

	RBFNetwork
	0.08
	0.6984

	0.2556
	0.3575
	51.2191%
	71.5675%

	Rule based model
	
0.06
	
0.6993
	
0.2564
	
0.357
	
51.3952%
	
71.4828%


Table II – Evaluation on test data

Figure 4. The proposed model analysis for test data

VII APPLICATION DEVELOPMENT
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Figure 4. Page for word categorization on posted messages and the Result for avoiding unwanted messages post message on user wall
CHAPTER VIII
7.1 Conclusion
Finally the rule based mining system was prevent the licentious messages from the social network and the usage of machine learning has given higher results to the system to trace the messages and the users to distinguish between the good and bad messages and the authorized and unauthorized users in the social networks can find the user profiles automatically.
Thus the machine learning technique plays a vital role in order to generate the blacklist of the bad words and the unauthorized users. The user has to update his privacy setting in his account by using this method to prevent the obscenity in their public profile. In this context a rule based analysis has been conducted and to provide the usage of the good and bad words by the persons in the sites. Overall, the obscenity of the users has been prevented.

7.2 Future Work
This paper elaborates few systems which detect offensive content and identify potential offensive users in social media. Enforcing message level classification is conceived as a key service for osn for that the system allows osn users to have a direct control on the messages posted on their walls. This is achieved through a flexible rule-based system.
User-level offensiveness evaluation is still an under researched area and i plan to study strategies and techniques limiting the inferences that a user can do on the enforced filtering rules with the aim of bypassing the filtering system, such as for instance randomly notifying a message that should instead be blocked, or detecting modifications to profile attributes that have been made for the only purpose of defeating the filtering system based on the user level classification.
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Abstract:In this paper survey of all the Platform for Big Sensor Data applications was discussed and the scheme is examined in different network environment . Sensor data’s are high velocity and highly variable because the sensor data are interconnected. Wireless sensor networks (WSNs) utilize fast, cheap, and effective applications to imitate the human intelligence capability of sensing on a wider distributed scale. Reviews basic information, discusses current trends in research and development, and posits future expectations in the relevant areas future work in many unexploited research areas in diverse smart-grid applications. Includes diversity of coverage, with discussions on power usage, unattended operation, extreme environments, and routing proposed by Chao Wu. 

I. INTRODUCTION
Wireless sensor network is sensor data. It provides the senses the data. Now the sensor is dominant sensor data. Sensor data’s are high velocity and highly variable because the sensor data are interconnected and it have five challenges and that are followed by here, the first challenge is designing the system for collaborative use of large scale sensor data relates to creating an ecosystem  in which user get mutual  benefit from contributing, sharing, and using data. the current open data imperative and big data wave forces to think beyond the owner is the user model. some data management system ,such as citizens provide primitives to support initial collaboration between sensor network user. the second challenge relates to the disparity and heterogeneity of sensor data. it isn’t realistic to assume that all data will eventually be uploaded to a central location. a more realistic assumption is that user s could access and integrated the part of the data. However, harsh and complex electric- power-system environments pose great challenges in the reliability of WSN communications in smart-grid applications. This paper starts with an overview of the application of WSNs for electric power systems along with their opportunities and challenges and opens up future work in many unexploited research areas in diverse smart-grid applications.
	While the set of challenges in sensor networks are diverse, it focus on fundamental networking challenges in this paper. The key networking challenges in sensor networks that it discuss are: (a) supporting multi-hop communication while limiting radio operation to conserve power, (b) data management, including frameworks that support attribute-based data naming, routing and in-network aggregation, (c) geographic routing challenges in networks where nodes know their locations, and (d) monitoring and maintenance of such dynamic, resource-limited systems.
Reviews basic information, discusses current trends in research and development, and posits future expectations in the relevant areas Examines WSN storage issues and applications Reviews medium access control (MAC) layer issues Explores position estimation, energy-centric simulation, and quality of service issues Discusses protocols, data gathering, and security Includes diversity of coverage, with discussions on power usage, unattended operation, extreme environments, and routing.
Wireless sensor networks (WSNs) utilize fast, cheap, and effective applications to imitate the human intelligence capability of sensing on a wider distributed scale. But acquiring data from the deployment area of a WSN is not always easy and multiple issues arise, including the limited resources of sensor devices run with one-time batteries. Additional WSN concerns include the external environment, routing, data aggregation, and ensuring quality of service (Quos) and security. Solutions have been developed for various types of application scenarios, but many problems still remain as open research challenges. Wireless Sensor Networks: Current Status and Future Trends covers the various issues associated with WSNs, including their structure, activities, and applications. Applications of WSNs, data-centric storage, environmental forest monitoring, and the fundamentals of wireless body area networks are Mobile medium access control (MAC) protocols, cooperative diversity sensor systems, and WSNs operating in IEEE 802.11 networks. Location and position estimation in WSNs, techniques used in localization algorithms, and                                                                                                     localize action schemes Energy-centric simulation and design space exploration. The fundamentals of MAC protocols and specific requirements and problems Protocols and data gathering Privacy and security issues in WSNs, solutions based on watermarking, and proposed work on intrusion detection systems (IDS) in WSNs. Reviewing current trends in research and development as well as future expectations in the relevant areas, this survey is a valuable reference for students, graduates, academics, researchers of computer science, and engineers, whether working in professional organizations or research institutions. 
II. LITERATURE SURVEY
      R.G.Baraniuk, et al states that ensures are now the dominant source of data generated worldwide, producing 1,250 billion gigabytes of data in 2010.
       R.N.Murty et al states that data management systems, such as CitiSense,2 provide primitives to support initial collaboration between sensor network users. Such systems let users configure data collection and/or processing collaboratively. In open systems such as Xively, users can submit data from any sensor and other users can use it.
      D.abadi et al states that Systems such as Aurora3 and Cougar4 provide query algebra containing primitive operations for expressing queries over the streams and/or querying the sensor nodes in a distributed way. However, such systems have no clear notion of sensor integration and user collaboration.
   M.Richards et al states that Some work has already been done in this field. In the Discovery Net system, for example, users can develop data collection workflows that specify how sensor data can be processed before it’s stored in a centralized data warehouse.
D.Birch et al states that motivated us to develop the Concinnity framework, which provides a generic platform as a service (PaaS) for sensor data management and applications the Wiki Modelling workflow engine, which provides a workflow execution environment based on the HierSynth, platform
              D.Silva, et al states that the Wiki Sensing data store, which provides elastic capabilities for large-scale data storage and management.
             G.Di, Lorenzo et al states that the sensor data at multiscale and multi resolution levels using a range of visualization tools, including category-based hierarchical structure and location-based exploration. They can then apply filters to the data, composite it with analytical models using ideas similar to the mashup editor8 as workflows, and then publish their sensor data application.
            L.Guo et al states that The publisher also includes some social functions, such as ratings and comments.All these components are hosted on the Imperia lCollege Cloud’s elastic infrastructure, a configurable infrastructure as a service (IaaS) cloud platform designed and implemented by Imperial College  London.
   S.He,L.Guo and Y.Guo et al states that IC Cloud can dynamically adjust its size ,so it provides elasticity for the services running on it. The data/model explorer and workflow editor are hosted on our elastic application container (EAC) to achieve dynamic scaling based on the number of user requests. M.J.franklin et al states that A can be the “virtual” attribute, Tup#, which maps consecutivetuples in a stream to consecutive integers.This allows for an order to be specified on arrival time, which is useful when one wants to define a window based on a tuple count. 
R.Avnur et al states that the default values for Slack and GroupBy taken when these clauses are omitted.
S.Babu et al states that UDFs have the form Agg (init, incr, final) such that init is a function called to initialize a computation state whenever a window is opened, incr is called to update that state whenever a tuple arrives, and final is called to convert the state to a final result when the window closes.
              J.Windom et al states a potentially a useful identity for query optimization, as the result of a prior sort might be used by multiple queries that apply window functions to the same stream, assuming an ordering over the same attribute. However, it is important to point out that the evaluation of Aggregate does not require first sorting its input.
D.Burbara et al states that  When Aggregate is declared with a timeout, each window’s computation is timestamped with the local time when the computation begins.A window’s computation then times out if a result tuple for that window has not been emitted by the time that the local time exceeds the window’s initial time +t.
              J.Chen et al states that the processing two streams, X and Y , consisting of soldier position reports for two respective platoons.Suppose each stream has schema(Sid, Time, Pos) such that Sid is the soldier ID, Pos is the position report
            H.Garcia-Molina et al states that a simple interpolation of X is desired whereby the position of every soldier is estimated at some time t, by applying some function F over the window of all of the soldiers’ position reports that are within 10 min of t.   
           A.Guptaet al states that work is also relevant to materialized views [12], which are essentially stored continuous queries that are reexecuted (or incrementally updated) as their base data are modified.Ho wever, Aurora’s notion of continuous queries differsfrom materialized views primarily in that Aurora updates are append-only, thus making it much easier to incrementally materialize the view.Also, query results are streamed (rather than stored), and high stream data rates may require load shedding or other approximate query processing techniques that trade off efficiency for result accuracy.
              L.Mohan et al states thatrhe Aurora notion of QoS extends the soft and hard deadlines used in real-time databases to general utility functions.Furthermore, real-time databases associate deadlines with individual transactions, whereas Aurora associates QoS curves with outputs from stream processing and, thus, must support continuous timing requirements.Rele vant research in workflow systems (e.g., [19]) primarily focused on organizing long-running interdependent activities but did not consider real-time processing issues.
            M.J. Frankli et al states thatn The work of [28] takes a scheduling-based approach to query processing; however, they do not address continuous queries, are primarily concerned with data rates that are too slow(it also consider rates that are too high), and only addressquery plans that are trees with single outputs.
            C.Yang et al states that. The congestion control problem in data networks [30] is relevant to Aurora and its load-shedding mechanism.Load shedding in networks typically involves dropping individual packets randomly, based on timestamps, or using (applicationspecified) priority bits.Despite conceptual similarities, there are also some fundamental differences between network load shedding and Aurora load shedding.
        J.M.Ellerstein et al states that Aurora load shedding is also related to approximate query answering (e.g., [14]), data reduction, and summary techniques , where result accuracy is traded for efficiency.By throwing away data, Aurora bases its computations on sampled data, effectively producing approximate answers using data sampling.The unique aspect of our approach is that our sampling is driven by QoS specifications.

III. THEORY
The aim of this paper is to investigate how it can combine the Wiki Sensing sensor data management platform and build upon the Hier Synth workow execution engine to build a comprehensive solution that can address the challenges in a uni_ed way and provide a platform for digital cities bringing together data management, modelling and decision-support.
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Figure 1 : concinnity
        Secondly the Wikimodelling system based comprising a workow engine based on HierSynth engine and an on- line workow editor to support data processing and model integration. This engine supports creating decompositions of the city to enable multi-scale analysis of the city. This enables decomposition into layers to suit different stakeholders (from city level for city authorities to street level of citizens). Analyses on different layers may interact allowing aggregation of model results. An example workow of this is foundin  Thirdly they propose an intuitive workow creation envi- ronment to support innovation  which supports composition of data and models with analytical services to create new data streams. Such workows build an extensible catalogue of data sources and models which are publicly editable creating a vibrant ecosystem to drive
the vision of a smart city. By hosting data processing, models and analysis online,
existing data services can be built upon to create further data streams (e.g. combining statutory pollution monitoring with tra_c congestion feeds). As a web service, this platform allows mass collaboration, scalable cloud based compute 
The web interface to the workow editor consists of an API and a drag and drop workow graph editor allowing the connection and con_guration of nodes(centre), Coupled with this is an online catalogue of data sources and models (left) which a user may leverage and extend with their own data sources and processing routines.
These workflows may then be published as new services and data feeds.
             WikiSensing data store, which provides
elastic capabilities for large-scale data storage and management.shows the interaction between
these three layers.Application Editor . The WikiModeling application editor is an onlinedevelopment environment for constructing sensordata applications. Users can retrieve sensor datafrom various sources using a declarative query language and review the sensor data at multiscale and multiresolution levels using a range of visualizationtools, including category-based hierarchical structure and location-based exploration. They can then apply filters to the data, composite it with analytical models using ideas similar to the mashup editor as workflows, and then publish 
their sensor data application.
The application editor also provides a collaborative environment to access a hierarchical catalog of datasets, models, and analysis workflows that various developers have contributed. this component comprises several modules.   
[image: ]Figure 1: Sequential data for sensor data query

As of March 2003, they have a prototype Aurora implementation. The prototype has a Java-based GUI that allows construction and execution of Aurora networks. The current interface supports construction of arbitrary Aurora networks, specification of Quos graphs, stream-type inferencing, and zooming. is a screenshot of our current Aurora GUI.Users construct an Aurora network by simply dragging and dropping operators from the operator palette (shown on the left of the GUI) and connecting them.The small black boxes onthe left of the drawing area represent the input ports, which are connected to the external stream sources.The small boxes on the right are output ports that connect to the applications. 
IV. CONCLUSION
The Concinnity system addresses the five identified challenges via its sub-systems. For example the wikisensing.org data platform aids crowdsourcing of data whilst collating metadata to deal with its disparity and providing tools to assess its trustworthiness. Similarly the workflow system is designed to address the multi-scale challenges whilst allowing integrated consumption of data to aid model based decision making. This is supported by a collaborative workflow editing system and hence enhances.
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Abstract-
	In this paper a survey for emerging Short Range Wireless Communications was discussed, The performance of a wireless link is based on pure physics as modified by practical considerations. In building a short-range wireless product or system, the important factors to consider are range, transmit power, antenna gains if any, frequency or wavelength, and receiver sensitivity. From the security perspective the confidentiality of the transmitted data has not been satisfactorily addressed by current NFC technologies, which do not incorporate any security at the physical of MAC layers.

I. INTRODUCTION
Wireless Sensor Networks (WSN) is a wireless network consisting of spatially distributed autonomous device using sensors to cooperatively monitor physical or environmental conditions, such as temperature, sound, vibration, pressure, motion and pollutants, at different locations and formed by hundreds or thousands of motes that communicate with each other and pass data along from one to another.Research done in this area focus mostly on energy aware computing and distributed computing. It has many applications such as environmental/habitat monitoring, acousticdetection, seismic detection, military surveillance, inventory tracking, medical monitoring, smart spaces and process monitoring. Low power microscopic sensors with wireless communication capability are used. Miniaturization of computer hardware intelligence is done. Micro-electro mechanical structures are used. Low cost CMOS based RF Radios wireless communications.Even though wireless sensor has limited resources inmemory, computationpower, bandwidth and energy. With small physical size can be embedded in the physical environment. Support powerful service in aggregated form. Self-organizing multi-hop-ad-doc networks.Pervasivecomputing/censoring.WSN is used in many applications such as wide area monitoring tools supporting scientific research, military applications and commercial applications. Wireless communication provides unique security challenges, but also enables novel ways to defend against attacks. In the past few years, a number of works discussed the use of friendly jamming to protect the confidentiality of the communicated data as well as to enable message authentication and access control. In this work, analytically and experimentally evaluate the confidentiality that can be achieved by the use of friendly jamming, given an attacker with multiple receiving antennas. MIMO-based attack that allows the attacker to recover data protected by friendly jamming and refine the conditions for which this attack is most effective. Our attack shows that friendly jamming cannot provide strong confidentiality guarantees in all settings.   Further test our attack in a setting where friendly jamming is used to protect the communication to medical implants. Sensor networks consist of very small nodes that are deployed in some geographical area. Sensor networks are used to measure temperature or pressure or it could be used for target tracking or border surveillance. Itcould also be deployed in factories in order to monitor toxic or hazardous materials. It also be used to measure the weakness in building structures or in vehicles andairplanes. A typical sensor node consist of 4 main parts: powersupply, sensor and analog to digital converter processor and storage memory, transceiver to send and receive data. Sensor networks works in one of two modes continuous operation or query mode. In continuous mode, the node is continuously sensing the environment and sending the data. In the query mode, the node is powered down, waiting for a command from a central node or neighboring node.The challenges in WSN deals with real world environments. In many cases, sensor data must be delivered within time constraints so that appropriate observations can be made or actions taken. Very few results exist to date regarding meeting real-time requirements in WSN. Most protocols either ignore real-time or simply attempt to process as fast as possible and hope that this speed is sufficient to meet deadlines. Some initial results exist for real-time routing. For example, the RAP protocol proposes a new policy called velocity monotonic scheduling. Here a packet has a deadline and a distance to travel. Using these parameters a packet’s average velocity requirement is computed and at each hop packets are scheduled for transmission based on the highest velocity requirement of any packets at this node. While this protocol addresses real-time, no guarantees are given. Another routing protocol that addresses real-time are called SPEED [2]. This protocol uses feedback control to guarantee that each node maintains an average delay for packets transiting a node. Given this delay and the distance to travel (in hops), it can be determined if a packet meets its deadline (in steady state).However, transient behavior, message losses, congestion, noise and other problems cause these guarantees to be limited. Low-cost deployment is one acclaimed advantage of sensor networks. Limited processor bandwidth and small memory are two arguable constraints in sensor networks, which will disappear with the development of fabrication techniques. However, the energy constraint is unlikely to be solved soon due to slow progress in developing battery capacity. Moreover, the untended nature of sensor nodes and hazardous sensing environments preclude battery replacement as a feasible solution. The issues in the sensor nodes of a WSN tend to be tiny for practical reason, thus the capability of containing power is subsequently smaller. Though the sensor nodes can be operated by means of solar power, the provision to use this kind of power source is very limited due to the various environments where the WSNs are deployed. For this reason the sensor nodes are mainly battery powered. The energy from the battery is used for three main purposes. Firstly, the energy is needed for the sensor node to keep itself alive. Secondly, battery power is utilized for the processing of data received or to be sent. The third main functionality that consumes energy is the transmission. Batteries are always limited in power. The power constraint has always been a challenge for WSNs. Maximizing the battery lifetime is an approach to make the sensor networks more energy-efficient. As this is not always achievable to the desired level, some alternative approach has also been adopted. One approach is to minimizing the processing and transmission overheads to a minimum to save battery power [16] – [19]. It has a significant impact towards the energy-efficiency of WSNs as power consumption is directly proportional to the amount of processing or transmission. Another approach is known as „wake-up-on-demand‟ where the nodes sleep all the time using minimum power except when they are needed to perform any transmission or processing task. In the case of WSNs, the concept of routing is somewhat different than any conventional network [1]. Interestingly, all the sensor nodes in a WSN need to perform routing tasks as part of their total functionality. This makes the scenario of a WSN very complex from routing point-of-view. The dynamic nature of WSNs where any sensor node can „die‟ at any time or any sensor node can „wake up‟ upon demand, or the sensor nodes can be moving all the time – the total network scenario remains constantly changing [20], [21]. The changing scenario needs to be learned by all the routing elements of a network to keep the robustness of routing, WSNs are no exception from this point-of-view. One of the major considerations for any communication network is the reliability of data transmission. Achieving reliable data transmission in a WSN is difficult due to a number of reasons. The first reason is the limited processing capability of the sensor nodes. Transmission range of the sensor nodes is limited which is another barrier in reliable data transmission. Besides, the sensor nodes are deployed in the close proximity of the ground level. This leads to signal attenuation. Whereas energy-efficiency is one of the goals for WSNs to be achieved, it is a problem for reliable data transmission when „wake-up-on-demand‟ approach is adopted [5], [20]. All these characteristics may cause data loss within the context of a WSN. WSNs are vulnerable to security threats like any other wireless networks [6]. With the characteristics of unguided transmission and broadcast by nature, WSNs are prone to eavesdropping where sniffing to the transmitted data is possible. Various security issues and threats of wireless networks equally apply to WSNs. The transmitted information in WSNs can be attacked while they are in transit. As WSNs are vulnerable to eavesdropping, the transmitted information can be monitored, interrupted, intercepted or modified [28], [29]. In Sybil attack, a sensor node forges identities from one or more sensor nodes [29], [30]. Another type of attack is known as black hole attack. This type of attack is associated with a malicious node which acts as the backhoes to attract all the traffic from other sensor nodes [31]. A critical type of attack for WSNs is known as wormhole attack. In wormhole attack, the attacker intercepts and records transmitted information from one place of the network. Security models for WSNs have been proposed for different types of threats. Some proposed models show that the weakness of the WSNs can be tuned in such a way that they will act as the strength against security threats. Wireless sensor networks (WSNs) utilize fast, cheap, and effective applications to imitate the human intelligence capability of sensing on a wider distributed scale. But acquiring data from the deployment area of a WSN is not always easy and multiple issues arise, including the limited resources of sensor devices run with one-time batteries. Additional WSN concerns include the external environment, routing, data aggregation, and ensuring quality of service (QoS) and security. Solutions have been developed for various types of application scenarios, but many problems still remain as open research challenges. The current trends covers the various issues associated with WSNs, including their structure, activities, and applications.
II. LITERATURE SURVEY
A.V.University states that Near-Field Communication (NFC) is an emerging wireless technology designed for low-power communication between devices within close proximity (e.g. a few centimeters) [1]. 
The close communication range, as a result of fast decaying magnetic induction between the antennas ofNFC transmitter and receiver, is a distinctive trait of NFC and brings several key advantages. First, due to the physical collocation of the transmitter/receiver, NFC does not require cumbersome network configuration and can be used as out-of-band channels for secure device pairing without resorting to a Public Key Infrastructure(PKI) or trusted third parties. Second, it offers a natural, physical protection against various attacks, particularly malicious eavesdropping.M.Allah states that the eavesdroppingdistance of NFC is empirically measured to be 30 cm using an oscilloscope. Barcode-based NFC and acoustics-based NFC, which are compatible with legacy devices and existing infrastructure (e.g. POS terminals)while providing a high level of security guarantee. The key idea of resulting designs is to leverage visible light channel and acoustic channel torealize NFC systems with robust performance and security assurance[2].
G.Pang narrates that a potential alternative to radio frequency (RF) communication, visible light communication (VLC) has recently received significant attention. It has several advantages over RF technology such as security against eavesdropping and not generating RF interference. Most existing VLC approaches use LEDs for digital communication [3].
S.Perli,N.Ahmed and D.Katabai states that PixNet is employing the LCD-camera pair to build wireless links, Based on OFDM and advancedcomputer vision techniques, high throughput over a long distance can be achieved by thesemethods.[4].
T.Hao,R.Zhou and G.Xing states that a barcode based NFC are mainly designed for large LCD monitors and high-speed cameras, and thus are not suitable for smartphone platforms andthe capture rate of cameras on smartphones requires the system to capture and process a barcode image within around 30 ms. To achieve barcode streaming for smartphone systems, Hao et al. designed COBRA, the first practical VLC system with high throughput communication in dynamic environments [5].
 Zhang et al. proposed SBVLC, another barcode-based NFC system that achieves two-way communication and uses the widelyusedQR codes, due to its high information density per code and low sensitivity to varyinglighting conditions and angles[6]. 
Lopes and Aguiar et.al.proposed thatpresented an aerial acoustic communication system using a software modem.These communication has received continuous and extensive attention with a long history[7].
Mostafa states that a software modem called minimodemthat supports many traditional modem protocols, e.g. Bell 103 on Linux OS.
Michel narrates that the implemented software modem for Android systems supporting ASK modulation, and it can modulate data in musical tones[9].
Houmansadr et al. [10] realized a software modem supporting QAM modulation, and they used it to build IP over VoIP to achieve communication unobservabilityagainst traffic analysis and standard censorship techniques.
L.Freitag et al.,Acoustic modems are also used in ubiquitous computing and navigation systems, the existing literature does not investigatethe use of acoustic signals for securing NFC running on legacy devices.[11].
R.Nandakumar et al. The first acoustics-based NFC system, called
Dhwani, which is a software-based solution that requires only a speaker and a microphone compatible with legacy devices currently[12].
R.Negi and S.Goel et al., Dhwani utilizes a self-jamming technique to intentionally generate signal interference [13].
Tippenhauer et al. the limitations of friendly jamming and showed its potential security weakness for confidentiality[14].
B.Zhang et al.,Priwhisper enabling keyless secure acoustic communication for smartphones[15].

III. 
IV. THEORY
An emerging advanced short-range communication technology, near field communication(NFC) is undergoing a fast rate of expansion with many promising benefits including low power, small size, and peer-to-peer communication, without incurring complex network configuration overhead. However, current NFC technologies suffer from one practical limitation:almost all NFC-enabled applications require built-in NFC chipsets, and as a result such low levels of penetration of NFC hardware has stymied its applications on most mobile devices in the market, for example, smartphone and tablet platforms. In addition, from the security perspective the confidentiality of the transmitted data has not been satisfactorily addressed by current NFC technologies, which do not incorporate any security at the physical or MAC layers by assuming that the extremely short range of communication itself has offered a degree of protection physically. Near-Field Communication (NFC) is an emerging wireless technology designed for low-power communication between devices within close proximity (e.g. a few centimeters) [1]. The close communication range, as a result of fast decaying magnetic induction between the antennas of NFC transmitter and receiver, is a distinctive trait of NFC and brings several key advantages. First, due to the physical collocation of the transmitter/receiver, NFC does not require cumbersome network configuration and can be used as out-of-band channels for secure device pairing without resorting to a Public Key Infrastructure (PKI) or trusted third parties. Second, it offers a natural, physical protection against various attacks, particularly malicious eavesdropping. Due to these silent features, NFC is expected to revolutionize a range of mobile applications, from contactless payment and ticketing access control, to peripheral pairing for smart devices.The popular iPhone has no NFC support. Moreover, while NFC does not incorporate any security at the physical or MAC layers by assuming that the extremely short range of communication in itself has offered a degree of physical protection. In [2] the eavesdropping distance of NFC is empirically measured to be 30 cm using an oscilloscope. Recent experimental studies shows that, with a specially designed portable NFC sniffer, it is possible to eavesdrop NFC transmissions from up to 240 cm away, which is at least an order of magnitude further than the intended NFC communicationdistance. Recently, the NFC forum proposed that NFCIP-1 and NFC-SEC-01 specifications adopt the DiffieHellman key exchange protocol to enhance data confidentiality. In the short-range communication system, assume that the sender and the receiver are both off-the-shelf smartphones, which are assumed to have no priori knowledge of any secret information before the communication. Like today’s devices, an off-the-shelf smartphone has a builtin speaker and microphone pair and is equipped with a color screen and a front-facing camera. The barcode-based NFC system works on top of a duplex visible light communication (VLC) channel using the color screen and the front-facing camera as the sender and the receiver to ‘talk’ to each other simultaneously. The data to be transmitted are encoded as a stream of images and displayed on the sender’s screen while the receiver uses the camera to record and decode the stream. Note that the barcode-based communication system is designed to work on different mobile platforms without specific requirement on the screen size and camera resolution, but a better specification usually leads to higher communication throughput.
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Figure 1: ARCHITECTURE DIAGRAM
Like the barcode- based NFC, to eliminate the need for any specialized NFC hardware, the acoustics-based NFC system uses the microphones and speakers on mobile phones as the senders and the receivers, respectively. The model of channel between the smartphones as a Line-of-Sight (LOS) channel, and it is approximated by the frequency-selective fading function. In the barcode-based NFC system, the communication privacy and security depends on the characterization of the screen geometric model or, for example, the control of the direction and distance of the screen-camera link. In the acoustics-based NFC system, multiple-sensor eavesdroppers may try to separate the data signal from its recorded mixture signals.The eavesdroppers are allowed to place theirsensors (microphones) at any fixed locations in priori to the acoustic NFC communication. As a potential alternative to radio frequency (RF) communication, visible light communication (VLC) has recently received significant attention. It has several advantages over RF technology such as security against eavesdroppingand not generating RF interference. Most existing VLC approaches use LEDs for digital communication [3]. PixNet [4] is employing the LCD-camera pair to build wireless links. Based on OFDM and advanced computer vision techniques, high throughput over a long distance can be achieved by these methods. However, they are mainly designed for large LCD monitors and high-speed cameras, and thus are not suitable for smartphone platforms [5].the major challenges in building a barcode-based NFC system are caused by the poor image quality and the constrained computation power of smartphones. First, smartphones have a small screen size and low resolution compared to large LCD monitors. Consequently, neighboring pixels displaying different colors often blur on the borderline. Second, the relative movement between devices introduces more blur effect in the captured images, making it hard to obtain high decoding rates. Moreover, the capture rate of cameras on smartphones requires the system to capture and process a barcode image within around 30 ms[5].To achieve barcode streaming for smartphone systems, in 2012 Hao et al. [5] designed COBRA, the first practical VLC system with high throughput communication in dynamic environments. In the system, the sender encodes data into color barcodes and displays on the screen at certain frequency. The authors developed a new color barcode design that can significantly accelerate the decoding process. On the sender end, the use of color barcode, which includes three types of area, i.e., corner trackers, timing reference blocks, and code area, can achieve high capacityand fast decoding speed. Based on the color barcode design, COBRA utilizes adaptive configuration and blur-aware color ordering to mitigate the blur effect. Observing that smaller block size causes more blur in the captured image, the sender adaptively changes the block size based on the current level of mobility. While COBRA enables high-throughput ad hoc communications over smartphones, it is designed based on highly customized barcodesthat have not been widely adopted in practice. Inaddition, COBRA achieves only one-way communication, which limits its scope of application.Finally, from the perspective of security, the system needs to be formally analyzed under carefully- defined models, taking into account unique characteristics of VLC. To address these concerns, recently Zhang et al. [6] proposed SBVLC, another barcode-based NFC system that achieves two-way communication and uses the widelyused QR codes, due to its high information density per code and low sensitivity to varying lighting conditions and angles. In the system, the sender divides the data string into several data chunks, whose size depends on the maximum storage capacity of a single barcode and the rate of the employed error correcting codes (ECC).In terms of the software acoustic modem, in 2001 Lopes and Aguiar [7] presented an aerial acoustic communication system using a software modem. Mostafa [8] released a software modem called minimodem that supports many traditional modem protocols,e.g. Bell 103 on Linux OS. Michel [9] implemented a software modem for Android systems supporting ASK modulation, and it can modulate data in musical tones. Houmansadr et al. [10] realized a software modem supporting QAM modulation, and they used it to build IP over VoIP to achieve communication unobservability against traffic analysis and standard censorship techniques. Acoustic modems are also used inubiquitous computing and navigation systems [11]. The first acoustics-based NFC system, called Dhwani, enables NFC-like functionality over smartphones, and was proposed by Rajalakshmi et al. [12] in 2013. Dhwani is a software-based solution that requires only a speaker and a microphone compatible with legacy devices currently. The main components of Dhwani include an ingress filter, an OFDM-based software module, and a self-jamming module. The ingress filter is used to attenuate “bad” frequencies in the acoustic band and annul the effects of ambient noise.The reason for using OFDM radio is to combat high frequency selectivity and at the same time increase the data transmission rate. To achieve data confidentiality, Dhwani utilizes a self-jamming technique to intentionally generate signal interference [13], defeating an eavesdropper by jamming signals from the sender. At the receiver end, efficient self-interference cancellation is conducted while making cancellation extremely difficult for eavesdroppers. Tippenhauer et al. [14] investigated the limitations of friendly jamming and showed its potential security weakness for confidentiality. Thus, from a practical perspective the security of acoustics-based NFC systems needs to be carefully examined. As a parallel and independent work, another acoustics-based NFC system called PriWhisper was proposed in [15].the software aerial acoustics-based module design includes channelencoder/ decoderand modulator/ demodulator. Observing that the system security highly depends on the separation of the data signal from the jamming signal using multiple sensors,the authors carefully examined the feasibility of signal segmentation using independent component analysis (ICA) [15]. The security of a friendly jamming/self-jamming scheme relies on the assumption that it is hard for the attacker to extract the original message from the mixture of the jamming signal and the signal carrying the confidential message. The existing literature on self-jamming only focuses on weak threat models where the attacker has limited capabilities in terms of the number or directionality of receiving antennas. The carrier frequency of the smart device hardware usually has a wider range than the human voice band. For example, smartphone hardware lies in the audible spectrum between 20 ~ 20000 Hz while the voice frequency (VF) or voice band is only within part of the audio range, approximately from 300 Hz to 3400 Hz. While the signals transmitted over the human voice band can be heard or noticed by surrounding people, signal transmissions over 20 ~ 300 Hz and 3400 ~ 20000 Hz are hard to detect and can be considered as “hidden” transmission.NFC system using the non-voice frequency band, achieving even higher security guarantee. To this end, new and novel mechanisms need to be designed for jamming signal generation/cancellation and robust and secure signal transmission. Compared to the acoustic signal transmission over voice band, the non-invasive designs are more prone to jamming signals, which are also hard to detect on the same non-voice band. To achieve secure NFC, the barcode-based NFC system depends on secure visual communication, while the acoustics-based NFC system relies on the secure transmission of acoustic signals. In the barcode-based NFC system, based on the analysis of the geometric screen model, can see the direction and distance of the screencamera link can be controlled to enhance the communication privacy and security. From the barcode-based NFC, the acoustics-based NFC system utilizes the friendly jamming technique, which exploits the physical layer properties of the acoustic communication to provide strong security guarantee at the physical layer.In this paper I have presented two alternative NFC technologies, barcodebased NFC and acoustics-based NFC, which provide NFC-like functionalities and enable much stronger security guarantees but require lessstrict hardware support.

V. CONCLUSION
In this paper some of the issues and challenges in emerging wireless sensor networks as well as the state of an art in wireless sensor networks are presented.WSNs are emerging very rapidly due to their diversified applications. In last few years, notable improvement and successful application of WSNs have been observed.WSNs have various functional components: detection and data collection, signal processing, data aggregation, and notification. By integrating sensing, signal processing, and communication functions, a WSN provides a natural platform for hierarchical information processing. It allows information to be integrated at different levels of abstraction, ranging from detailed microscopic examination of specific targets to adetailed view of the aggregate behavior of targets and hence the energy is conserved.
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Abstract Biometrics in the sense used for analyzing and measuring biological data. Biometrics overcomes the challenges such as spoofing, hygiene, safety as well as public perception. In this paper a study of attack detection methods in biometrics was discussed. Scores represent the basis to identify in biometric verification systems. Score normalization techniques proposed Vitomir was studied and the development of  a hybrid normalisation scheme that combines non-parametric and parametric techniques into hybrid two-stepprocedures and the performance metrics are analysed.
I. INTRODUCTION
AIn digital imaging, the tonal value of each pixel is represented in binary code. The binary digits for each pixel are called "bits," which are read by the computer to determine the analog display of the image. The number of pixels-per-inch (ppi) is a good indicator of the resolution, which is the ability to distinguish the spatial detail of the digital image.
The bit-depth and pixel measurement of the picture relate to the colors viewable in the image, and determines the size of the image file on a computer. Images with only two pixel shades – black and white – are binary. Grayscale images are typically displayed in 8-bit mode, which is 256 shades of colour gray digital imaging 24-bit mode, which represents true color, is generally the maximum available mode due to monitor limitations. Both of these ranges extend beyond the sensitivity of the human naked eye. The dynamic range of an image is the number of shades of gray or color that can be included in that image. It is the range of tone between the darkest and lightest colors. A higher dynamic range brings with it more potential shades represented but does not necessarily correlate with the amount of tones that are reproduced. An image may have a broad dynamic range, but a smaller amount of tones represented. Likewise, in digital imaging an image may have more tones, but not as wide of a dynamic range. This can have an effect on the details within the image. The purpose of the DIC challenge is to supply the image correlation community with a set of images for software testing and verification. This is to include both commercial codes and university codes. The use of a common image data set removes the experimental errors associated with multiple hardware setups created by a typical, specimen-based, round-robin style test. The DIC code itself is then isolated and more easily evaluated independent of other experimental considerations.  The DIC Challenge will be conducted under the auspices of the Society for Experimental Mechanics (SEM) under the direction of the DIC Challenge board. The purpose of the challenge is not to rank the existing codes, but to provide a framework in which all codes can be tested, validated and improved for use in experimental mechanics.

[image: ]Fig 1. Usage of the system.

All information will be freely disseminated at the DIC Challenge website and open to all. While the images and results are open to all, there may be a requirement to limit the number of participating university codes. The open site still allows researchers to download the images and compare with the published results from the participating codes. All results will be posted and tied to the code used for the analysis. That is, each code used will be identified by name and tied to their results. Because of this, all analysis will be done by the code developers themselves. This removes any issues or concerns about misuse of the software by a third party. Test images will be created both experimentally and synthetically. It is hoped that for all three stages of the DIC challenge we will be able to have both types of images. It will be the responsibility of the DIC board members to create and evaluate the images to best test and challenge the DIC codes. Details of the creation of the images will be recorded in a published paper so participants can understand how the images were created. But just as digital imaging presents endless possibilities for creation, it also provides endless possibilities for legal infringement. Legal issues to be explored in this discussion include the use of photographs as evidence, copyright infringement and invasion of privacy. Other methods of positive digital imaging may be found through on-line systems like Internet, allowing people at the touch of a button to be exposed to the art collection of the Australian National University, or even give themselves a video tour of the Honolulu Community College.
Digital imaging has also been used widely for scientific visualization, providing easy access to the creation of 2-dimensional and even 3-dimensional images. These images are invaluable as teaching tools and for research. 
Digital imaging is even entering the everyday life of the "computer illiterate." Just enter any mall and you may encounter machines which can instantly produce pictures of you "trying on" different hairstyles. Or the dentist may show you what you may look like with your teeth whitened. Or a plastic surgeon could show you how you'll look with operated nose.It  does not have  photographic manipulation around for decades? The answer to that is a resounding "yes." Ever since the invention of the  manipulation has occurred in the form of cropping, airbrushing, even pasting other images onto a photograph and then reshooting that picture, making the new image almost seamless. 
These old manners of photographic manipulation have even been used in the past to "erase" someone from history, one of the nation's earliest cosmonaut trainees. face smudged out, cropped out, and completely erased from all space shots.
And in 1981, when the Soviet Union wanted to downplay the military's role in the Soviet space program, they eliminated Soviet missile chief Kirill S. Moskalenko, who, in military attire, originally appeared in a photo between cosmonaut Yuri Gagarin and rocket expert Sergei Korolev during their first launch of man into space. (Life. Dec, 1986.) 
And of course, methods such as airbrushing-used to disguise any physical defect--have been used rampantly in mediums such as advertising for decades now. 
But never before has manipulation been so easy, so fast, so accessible--and so difficult to detect. Video scanners and digital cameras turn a photograph into an arrangement of electronic digits, or pixels, which are then stored in the computer's memory. With easy to use, popular imaging programs such as Adobe Photoshop or Astral Development's Picture Publisher, and the novice's favorite, Ofoto, you can open a scanned image, zoom in an out of sections of it, and move about those pixels as you wish. You can even "clone" a section of the photograph, repeatedly reproducing those pixels until you get the same color and characteristics of the original. And any changes can be blended so convincingly, that even experts have a difficult time deciding what is real--and what has been changed. Usually the only clues that are provided are inaccurate shadows, or the size of objects staying the same despite a difference in distance and perspective, or both foreground and background being in focus--something very difficult to do with a camera without a large amount of available light. 
With advances such as these, even newspapers are gravitating towards digitized photos. The Associated Press employed digital imaging during George Bush's inauguration-providing ready-to-print pictures 40 seconds after they were taken. 
And stock photo agencies such as Sygma--upon which free-lance photographers count on for most of their income--are planning for digitized distribution by 1994. Placing photographs on-line pose additional problems to free-lancers, as news agencies may take the original, manipulate it until it is no longer recognizable, and use it without paying royalties. The concept of fair use, where only 5% of an original document may be used without infringing upon copyright, is difficult to apply, since visual changes are much harder to detect. 
But the damage doesn't stop at still photographs. Videotapes are subject to easy manipulation as well. By connecting a machine very similar to a VCR to a computer's hard drive, you can digitize the images of video, allowing you to reenter the document, re-working and changing images frame by frame. This is the method of cover-up used in the fictional murder mystery by Michael Crichton in Rising Sun. The real killer's face is replaced by another man's--implicating the wrong man in the murder. Scientists in the book working on the case only discovered the manipulation of the incriminating tape when they noticed several subtle inaccuracies: shadows of an absent person remained; a brief mirrored reflection of a third person appeared, while the actual person had been erased. 
Perhaps the most obvious conflict would arise in continuing to use photographs (and videotape) as evidence. In the past, photographs were considered to be unabashedly true, since even older forms of manipulation are often easily detectable. Because of this, photographs have always enjoyed leniency in being used as evidence in a courtroom. There are only two guidelines that a photograph must meet to be submitted as evidence: it must be relevant to the case at hand, and it must be authentic. As photographic manipulation becomes more prevalent, this latter guideline may be more difficult to enforce. 
"I don't think photography or video anymore as evidence. It's too easy to manipulate...I don't see how it's going to stand up anymore," noted Gregory Stone, the director of Publications and Media Production at UMass Dartmouth. Stone is also one of the prime developers of the university's World Wide Web server, and deals with issues such as author ownership and copyright in electronic publishing. 
The answer then lies in proving authenticity. This would involve making the standards for authentication more stringent. Currently, there are two ways that photographs are proved to be authentic. The first is the silent witness theory, where the photograph exists as a "silent witness," and is taken as absolute proof that the images are in fact and are real. 
Electronic imaging presents several obstacles to this means of proof. First, the fact that a photograph exists is no longer absolute proof that the image presented exists. It may have been electronically manipulated, or even computer generated-where no original even existed. By plugging in mathematic computations, a nonexistent image can be generated on the computer. In all cases, the final copy can be transferred to film and then printed on photographic paper. So even the existence of a negative does not prove authenticity. 
The second means of authentication is called the pictorial testimony theory, where a witness-not necessarily the photographer-testifies that the photograph does indeed depict the actual scene or setting in question. This seems the more reliable route to go. The study is done in theory.
II. LITERATURE SURVEY 
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III. THEORY
The main purpose of using score normalisation in the field of multimodal biometrics is to facilitate the suppression of the individual biometric scores for impostors in relation to those for the clients. In practice, this is particularly important in order to minimise the effects of variations in the data from the individual modalities deployed. This would then lead to the maximisation of the recognition accuracy in the presence of variation (e.g. dueto contamination) in some or all types of biometric data involved. There are two main categories of score normalisation (i.e. Bayesian and standardisation). Different methods under these two categories of score normalisation have already been subjected to thorough comparative evaluations in the context of speaker recognition [Ariyaeeinia and Sivakumaran,1997; Ariyaeeinia, et al., 2006]. These are Cohort Normalisation (CN), Unconstrained Cohort Normalisation (UCN), Universal Background Model (UBM) Normalisation, Tnorm and Z-norm. The results have clearly confirmed the importance of score normalization in speaker verification. The aim of this paper is to explore the potential usefulness of score
normalisation in enhancing accuracy in multimodal biometrics. 
Bayesian solution:
Under the Bayesian framework, the normalised matching score where p(.) is the probability function. In this equation, the speaker model probability, p(l), can be assumed equal for all speakers, and therefore ignored. p(x), on the other hand, will need to be approximated. Two different approaches are presented in this paper for such approximation.
p(l*x) =p(x*l)p(l)p(x)
Cohort Normalisation (CN):
As described by [Ariyaeeinia and Sivakumaran, 1997; Ariyaeeinia, et al., 2006], gave  a test token of certain biometrics type, the normalised matching score provide through CN can be expressed where i denotes the biometrics type, Si is the normalised score of biometric i, ri T is the score for the target model, n are the scores obtained for a set of competing models, and N is the number of competing models considered. Here, the competitiveness of any two models is determined based on their closeness in biometric space. The entire cohort selection is carried out prior to the test phase. More information about CN can be found. In this technique, the normalised matching score provide through UCN can be calculated as in equation . However, the competing models, in this case, are selected dynamically from a group of background models, based on their closeness to the test token. In speaker recognition, a method based on the standardisation of score distributions is a slightly different approach for score normalisation. Such approach aims to facilitate the use of a single threshold for all registered speakers. A major difficulty in setting a global threshold in speaker verification (SV) is that both impostor score distribution and true speaker score distribution have different characteristics for different registered speakers. Fixing the characteristics of one of the score distribution types for all registered speakers can tackle this issue. Usually, the common practice is to focus on standardizing the impostor score distributions. The main reason for operating on the impostor score distributions, rather than on the true speaker score distributions, is the unavailability of sufficient data (in the existing databases) for a reliable estimation of the standardisation parameters in the latter approach. The following presents the descriptions of one approach in this category.
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This technique is based on using the mean and standard deviation of the impostor distribution. Such parameters are determined dynamically in the test phase using a set of example impostor models. The score normalisation is obtained based on the following equation where i denotes the biometrics type, Si is the normalised score of biometric i, ri T is the score for the target model, and mi n and si n are the mean and standard deviation for a set of competing models respectively.
IV. CONCLUSION
A new family of non-parametric techniques for the score normalization is verified in face-verification systems. The techniques are capable of ensuring an improved verification performance when compared to their parametric counterparts, albeit at the expense of a higher computational complexity. Furthermore the parametric and non-parametric normalization techniques can be combined into hybrid normalization schemes to provide a trade-off between the computational complexity and the performance. As part of our future work there are possibilities to incorporate the non-parametric normalization approach into other possible client impostor centric normalization techniques and assess their performance in open-set of verification experiments. 
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ABSTRACT: Mobile device uses multimedia streaming services for interactive streaming in audios and videos. Video communication in mobile broadband networks is challenging due to limitations in bandwidth and increasing in network traffic by the use of multimedia contents and application. To overcome this limitations network and device aware Qos approach is used. In this approach adaptive algorithm technique is used for the limited bandwidth available for mobile streaming and different device desires Quality of Service (QoS) approach is used.This network and device aware Qos approach could provide efficient self adaptive multimedia streaming services.
KEYWORDS: Quality of service, Video streaming, adaptive technique

I.INTRODUCTION
Mobile computing is human interaction by which a computer is expected to be transported during normal usage. Mobile computing is a versatile and potentially strategic technology that improves information quality and accessibility, increases operational efficiency and enhances management effectiveness [5]. Mobile device is not only used for communication but it is also used for tracking other devices by using sensors, internet connectivity i.e.2G and 3G are used at any time. Mobile computing acts as an interface between wireless networks and the fixed infrastructure networks. Mobile devices are light weight portable devices, it has limited amount of computational resources. Mobile devices share messages or data and multimedia data to other mobile device with limited computational resources.
Video Streaming is a difficult process because all the mobile devices does not support videos in any format. Streaming is a technique for transferring data so that it can be processed as a steady and continuous stream. Mobile devices can play videos in any format by using the network and device aware Qos approach.
The network and device aware Qos approach uses scalable video coding (SVC) for video compression standards. SVC has three dimensions: quality, spatial and temporal [1]. Using this Qos approach, the buffering size of the video is reduced and the streaming occurs efficiently.
II.LITERATURE SURVEY
Video streaming over wireless links is a challenging issue due to the stringent quality of service requirements of video traffic, the limited wireless channel bandwidth and the broadcast nature of wireless medium [11].
Video streaming in wireless mesh networks, a cross layer perspective which leverages the information across network layer and link layer [14].Video streaming in mobile devices by using a Enet tool for dynamically adjusting the quality of video streams transmitted from server to client based on client’s bandwidth and resource utilization [10]. Video streaming in peer to peer networks by using Flexible Spatial Temporal (FST) which improves error resilience in the sense of frame loss possibilities over independent paths [12].  
The cross-layer playback-rate based streaming services, which can maintain network transmission quality and receive data before playback reliably in IMS networks with many users [2]. The fully distributed scheduling schemes that jointly solve the channel-assignment, rate allocation, routing and fairness problems for video streaming over multi-channel multi-radio networks. Unlike conventional scheduling schemes focus on optimal system throughput or scheduling efficiency, our work aims at achieving minimal video distortion and certain fairness by jointly considering media-aware distribution and network resource allocation. Extensive simulation results are provided which demonstrate the effectiveness of our proposed schemes [7].
	The wireless interactive multimedia streaming achieve Qos by encoding the original uncompressed video file as a sequence of I- P(M) frames using different Group of Pictures (GOP) pattern [6]. Cloud computing and peer to peer hybrid architecture provides automatic Qos calculation which permits negotiating Qos parameters such as bandwidth, jitter and latency [4]. A distributed network information base with service agents at each node is used to provide end to end quality of service [3]. Media web server provides a cost-effective and powerful solution for the coming tide of the media consumption [8].
III.DESIGN OF NETWORK AND DEVICE AWARE QOS APPROACH
[image: ]
Fig.1 Design of network QOS
	The mobile device requests a multimedia streaming services, it transmits its hardware and network environment parameters to the profile agent, which records the mobile devices codes and determines the required parameters and then transmits to Network and Device Aware Multilayer Management (NDAMM) as shown in fig.1. The NDAMM determines the most suitable H.264/SVC code for device according to the parameters and it sends to SVC Transcoding Controller (STC) which increases the transcoding rate. Finally the multimedia video file is transmitted to the mobile device through the multimedia streaming service.  
IV. USER PROFILE AGENT
The user profile agent receives the mobile hardware specifications and parameters. By using this parameters create a new user profile for the particular mobile devices. The parameters are stored in the XML-schema format. This user profile for mobile device is sent to the Network and Device Aware Multilayer Management for identification. This user profile identification is shown in fig.2.
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Fig.2 User Profile Identification
V.NETWORKANDDEVICE MODULE
Network and device module calculate band width, device model and network provider, network type and sim state. These details are used for storing and retrieving data. By using this data calculate the bit rate and band width. To calculate bandwidth three types of bandwidths are used. These are tested exiting, average available and standard deviation. When this parameter form is maintained, the parameters can be transmitted to the network estimation module and the device-aware Bayesian prediction module for relevant prediction. This network and device identification environment is shown in fig.3.
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Fig.3 Network and Device Identification
VI. WEB SERVICE REQUESTS OR STORE VIDEO
 In this modules different types videos are stored directly or send to mobile because the users request any videos and different kind of mobiles, some persons request any videos are stored all videos in web service, it provides a simple services interface that can be used to store and retrieve any amount of data, at any time, from anywhere on the server. Once web service user send video to the mobile device, that video stored below types bit rate, bandwidth, width, height, standard deviation, decoding and encoding. When the prediction error is greater than error boundary, the system shall reduce the weight modification of the predicted difference; relatively, when the prediction error is less than error boundary, the system shall strengthen the weight modification of the predicted difference. When the changed bandwidth of the system is greater than the standard difference, the predicted weight will increase as the corrected value of the standard deviation is reduced. The mobile device hardware specification calculation is shown in fig.4.
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Fig.4 Mobile device hardware specification calculations
VII. SEND VIDEO TO THE MOBILE USING SVC
The DNEM develop the Exponentially weighted Moving Average (EWMA) algorithm. The EWMA uses the weights of the historical data and the current observed value to calculate gentle and flexible network bandwidth data for the dynamic adjustment of weights.
	The EWMA is a statistics for monitoring the process that averages the network bandwidth value. The EWMA statistics can takes the average of all prior data including the most recent measurements as shown in (1). The EWMA is calculated as
	EWMA(t)=λ Y(t)+(1-λ)EWMA(t-1)  for t=1,2,….n			(1)
EWMA (0) is the mean of historical data.
Y (t) is the observation at time t.
n is the number of observations to be monitored including EWMA(0).
0<λ<=1 is a constant, λ is a weighting factor that determines the rate at which older data enter into the calculation of the EWMA. By using EWMA, the video send to the mobile device is shown in fig.5.
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Fig.5 Video send to mobile device
The SVC hierarchical structure provides scalability of the temporal, spatial and quality dimensions. It adjusts along with the FPS, resolution and video variations of a streaming bit rate. To choose an appropriate video format svc transcoding is used.
VIII. PERFORMANCE ANALYSIS
	The device calculation time for the distributed system and mobile device is tabulated in table 1. The starting time and ending time of both system is also calculated and tabulated.
Table 1 Device calculation time(in secs)
	Device Calculation Time(in secs)
	Distributed system
	Mobile device 

	Start Time
	1.01 
	0.45 

	End Time
	2.59 
	1.29 



The graphical representation of the above table is shown in fig.6.

Fig.6 Device calculation time
The downloading time and video streaming time of the distributed system and the mobile device is calculated and tabulated in table 2.
Table 2 Downloading and streaming time(in secs)
	Video play option
	Distributed system
	Mobile device

	Download
	2.21
	1.56

	Stream
	2.20
	0.45



The graphical representation of the above table is shown in fig.7.
Fig.7 Time calculated for video play option
IX. CONCLUSION
Mobile video streaming with network and device aware Qos approach is implemented. The network and device aware Qos approach uses exponentially weighted moving average algorithm for adjusting the bandwidth in the dynamic network environment. The scalable video coding technique is used to reduce the buffer size for network bandwidth utilization. In this paper a single flow scenario is considered. It ignores the interference from the other flows as well as the competitive bidding for spectrum usage from the other flows.
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Abstract:  Malwares are getting to be progressively stealthy, more malwares are utilizing steganograpic calculations to shield themselves from being dissected. . It is utilized for secure correspondence. Now and then malwares are utilizing this system for avoiding others. It utilizes  picture steganography  to implant data in a spread picture utilizing adjustment that is imperceptible . Cutting edge Steganography strategies are called Digital Steganography. These cutting edge systems incorporate concealing messages inside uproarious pictures, implanting a message inside arbitrary information, inserting pictures with the message inside feature documents, and so forth . Steganalysis is the investigation of distinguishing messages concealed utilizing steganography; this is closely resembling cryptanalysis connected to cryptography. in this paper rate bending cuves which addreses the minimul number of bit every second are utilized for investigating the noxious code. Keywords: Steganalysis, Rate Distortion, Steganograpy, Pair of Values, noxious code 
 
I. INTRODUCTION 
                     Steganalysis is the craft of distinguishing mystery correspondence. The issue is for the most part taken care of with factual investigation. A set of unmodified records of the same sort, and preferably from the same source as the set being assessed, are examined for different insights. Some of these are as basic as range investigation, yet since most picture and sound records nowadays are packed with Lossy Compression calculations, for example, JPEG andMp3, they likewise endeavor to search for irregularities in the way this information has been compacted. For instance, a typical relic in JPEG pressure is "edge ringing", where highrecurrence segments , for example, the high-complexity edges of dark content on a white foundation) bend neighboring pixels. This contortion is unsurprising, and straightforward steganography encoding calculations will deliver relics that are perceptibly far-fetched. 
Steganography and steganalysis got a lot of consideration from media and law implementation. 
Numerous influential and vigorous strategies for steganography and steganalysis have been created. In this paper They are considering the systems for steganalysis that are to be utilized for this courses of action. Paper providing for some thought regarding the steganalysis and its system. Steganalysis isolated into two sorts  in view of whether the signature of the steganography strategy or the insights of picture is utilized to recognize the vicinity of hid messages in pictures implanted utilizing steganography. 
II. RELATED WORK 
Steganalysis Using Image Quality Metrics The procedures [1] for steganalysis of pictures that have been conceivably subjected to steganographic calculations, both inside the latent superintendent and dynamic superintendent structures. The hy- pothesis is that steganographic plans leave factual proof that can be misused for discovery with the support of picture quality peculiarities and multivariate relapse examination. To this impact picture quality measurements have been distinguished in view of the investigation of vari- ance procedure as capabilities to recognize spread pictures and stego-pictures Sets of Values and the Chi-squared Attack  
                     The Chi-squared attack [2] is intended to be versatile to different installing calculations, yet the fundamental idea is the same paying little respect to the inserting algorithm. This methodology is particular to LSB installing and is in light of first request factual investigation as opposed to visual assessment. The system recognizes Pairs of Values (POVs) which comprise of pixel qualities, quantized DCT coefficients or palette files that get mapped to each other on LSB flipping. After message inserting, the aggregate number of event of two individuals from certain POV stays same. This idea of pair shrewd conditions is misused to plan a measurable Chi-square test to distinguish the concealed messages.  
                     Steganalysis algorithms [3] for detecting the hidden information in image Steganography includes concealing data in a transporter media to get the stego media, in such a path, to the point that the spread media is seen not to have any implanted message for its unintended beneficiaries. Steganalysis is the instrument of distinguishing the vicinity of shrouded data in the stego media  It is important that each of these spread media has diverse exceptional properties that are adjusted by a steganography calculation in such a route, to the point that the progressions are not noticeable for the unintended beneficiaries.  
                      CipherXRay: Xin Li.et.al.(2014) Exposing Cryptographic Operations and Transient Secrets from Monitored Binary Execution .The utilization of cryptographic calculations and genuinely transient cryptographic mysteries inside the malware twofold forces a key obstruction to viable malware examination and guard. This paper [4] created CipherXRay it can consequently distinguish and recoup the cryptographic operations and transient mysteries from the execution of conceivably muddled parallel executables.  
ReFormat: Z. Wang.et.al.(2009) Automatic Reverse Engineering of Encrypted Messages. [5] The ReFormate  will be  ready to naturally identify the presence of cryptographic operations from a given twofold execution taking into account guideline profiling that is figure the rate of bitwise and number juggling direction) and signature of standard  cryptographic usage.        
III ARCHITECTURE 
 [image: ] 
                       Figure 1: System Architecture 
Sender produce stego image by  appending  malicious code(secret message) and key with cover image and pass to targeted host who is even do not have the aware of stego image. Receiver produces key by pair of image and reveal the malicious code using rate distortion.  
METHODOLOGY 
 Effective assessment of steganalysis calculation generally relies on upon the choice of a fitting picture database . The picked database shold be illustrative of the pictures  that will be seen in the genuine world.The number of distinctive picture obtaining dwevice normal prepost preparing operation and the differing qualities of picture subjects make the development of such a database huge test . Stochastic installing procedure can be demonstrated by commotion expansion without loss of sweeping statement . In spite of the fact that the strategy takes into consideration option clamor statistics.They  utilize a Gaussion commotion as a part of our experiments. They utilize two diverse inserting qualities  and comparing to PSNR of 41dB and 38dB, and implanting rates of 0.84 bpp and 0.91bpp individually. Amid preparing, peculiarity vectors are handled to get an ideal projection onto a two dimentional gimmick space. At that point Baysian classifier is trainsd 0n the diminished peculiarities utilizing three class.An implanting rate underneath 1 bits every pixel infers that just a subset of pixels are utilized for embedding.In general steganalysis calculations are more precise for less uproarious picture . Boisterous picture have a tendency to produce all the more false positive. 
Algorithm 
Calculations for picture steganalysis are fundamentally of two sorts: Specific and Generic.  
Specific Image Steganalysis Algorithms  
                         Picture steganography calculations are all the more frequently in view of an inserting component called Least Significant Bit (LSB) implanting. Every pixel in a picture is spoken to as a 24-bitmap quality, made out of 3 bytes speaking to the R, G and B values for the three essential hues Red, Green and Blue individually. A higher RGB esteem for a pixel infers bigger power. Case in point, a pixel p spoke to as FF 16 is made out of these three essential hues at their most extreme power and thus the shading spoke to by this pixel is "white". LSB inserting adventures the way that changing the slightest noteworthy bit of each of the three bytes of a pixel would deliver just a minor change in the power of the shading spoke to by the pixel and this change is not distinguishable to the human eye [6]. Case in point, changing the shading estimations of pixel p to FE 16 would make the shading darker by a component of 1/256. Steganography calculations in light of LSB implanting vary on the example of change – an alteration of haphazardly picked pixels or adjustment limited to pixels found in specific zones of the picture. portrayal  
              Pictures can be spoken to in distinctive organizations, the three all the more normally utilized configurations are: GIF (Graphics Interchange Format), BMP (Bit Map) and JPEG (Joint Photographic Exchange Group). Each of these picture organizations acts contrastingly when a message is inserted in it. Appropriately, there exist diverse picture steganalysis calculations for each of these three picture positions. They now talk about the calculations for each of these configurations.  
Genric Image Steganalysis Algorithms  
                 The bland steganalysis calculations, generally alluded to as Universal or Blind Steganalysis calculations, function admirably on all known and obscure steganography calculations. These steganalysis methods misuse the progressions in certain inalienable gimmicks of the spread pictures when a message is implanted. The attention is on to recognize the conspicuous peculiarities of a picture that are monotonic and changes measurably as a consequence of message implanting. The non specific steganalysis calculations are produced to accurately and maximally recognize these progressions.  
                    The exactness of the forecast vigorously relies on upon the decision of the right peculiarities, which ought not fluctuate crosswise over pictures of distinctive assortments. Avcibas et. al [13] utilize a set of Image Quality Metrics (IQMs) to build up a discriminator calculation that separates spread pictures from stego pictures. The accomplishment of the methodology lies in the ID of IQMs that are extremely delicate to steganography and whose progressions as an aftereffect of message installing can be measured well. For instance, the mean square values for the Human Visual System (HVS)-weighted lapses exhibit more affectability to unadulterated smear; while the Gradient measure reacts to changes in the surface and the picture outskirts. The message inserting steganography calculations contrast in the progressions brought to the diverse IQMs. Avcibas et. al [14] propose an alternate steganalysis strategy that investigates each seventh and eighth bit planes of a picture and measures their paired closeness. The procedure measures the relationship between the nearby bit planes that gets influenced as a consequence of message installing. Farid et. al propose the utilization of Quadratic Mirror Filters (QMF) to break down a picture into sub-groups and afterward assess higher-request measurements, for example, the mean, change, kurtosis and skewness to each of the sub-groups got. Notwithstanding the above, nonexclusive steganalysis strategies that utilization a MMSE Linear Predictor [13], Fisher Linear Discriminant [13] and a Support Vector Machine (SVM) [15] have been proposed to precisely separate in the middle of clean and stego picture 
EXPERIMENTAL RESULTS 
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Figure 2: Comparison between existing and proposed system 
 The above graph visualizes the levitations of the three histogram terms in the processing phase of the pre- existing and the proposed project .In this methodology, the malicious code content can be defused at the lowest bit rate level at an increased hue. 
 IV CONCLUTION AND FUTURE ENHANCEMENT 
 In this paper they  have proposed new steganalysis strategies for examining noxious code  utilizing rate twisting method.Our  methods are in light of the abservation that the stegnographic calculations perpetually bothered the fundamental signs insights and accordingly change the  rate contortion attributes of the signs. They showed the sffectiveness of the proposed methodology against slightest huge bit implanting calculations with differing degrees of success.Finally ,they highlighted the significance of database determination on the assessment of steganalysis of algoritms.They will proceed to investigation the impact of diffent database choice. 
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Switch (congestion control){

Case 0:

If (Energy > threshold){resource control}
Casel:

If (Energy < threshold){traffic control}
Case2:

If (High-fidelity/priority application){resource
control}

Case3:

If (Low- fidelity/priority application){traffic
control}

default: congestion control not triggered]}
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